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Interpreting first-order reversal curves beyond the Preisach model:
An experimental permalloy microarray investigation
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First-order reversal curves (FORCs) are a powerful tool to separate microscopic coercivities and interactions
in a system without the need for lateral resolution. However, measured FORC densities are not always
straightforward to interpret, especially if the system is interaction dominated and the Preisach-like interpretation
of the FORC density breaks down. This is why FORC is often seen as a magnetic fingerprint instead of
a measurement method yielding quantitative information. To understand additional features arising from the
interactions in the system, we purposely designed permalloy microstructures which violate the Mayergoyz
criteria. These artificial systems allow us to isolate the origin of an additional interaction peak in the FORC
density. Modeling the system as a superposition of dipoles allows us to extract interaction strength parameters
from this static simulation. Additionally, we suggest a linear relation between integrated interaction peak volume
and interaction strength within the system. The presented correlation could be used to investigate the interaction
behavior of samples as a function of structural parameters within a series of FORC measurements. This is an
important step towards a more quantitative understanding of FORCs which violate the Mayergoyz criteria and
away from a fingerprint interpretation.

DOI: 10.1103/PhysRevB.99.064401

I. INTRODUCTION

When investigating a magnetic system, its intrinsic prop-
erties are indispensable for a thorough characterization. So-
phisticated measurement methods like magneto-optical Kerr
microscopy give access to intrinsic magnetic properties such
as magnetization states or coercive fields. However, these
methods need resolutions in the order of magnitude of the
observed feature. A more recent method is FORC (first-order
reversal curve), which was developed by Mayergoyz in 1986
[1]. FORCs are a promising tool to get access to the Preisach
distribution [2], a theoretical construct which includes infor-
mation about all coercivities and interactions within a system.
The major advantage of FORC is that it can yield microscopic
information without the necessity for lateral resolution [3].

FORC has been successfully utilized to study an extensive
amount of different magnetic systems. Whether for magnetic
particles in geologic compounds [4–7], permanent magnet
research [8–10], magnetic temperature dependence [11–13],
the study of nanowires [14–18], or nanostructured dot and an-
tidot systems [19–21], first-order reversal curves have a broad
range of applications. It has been shown that FORC can also
be extended to even more sophisticated methods like second-
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order reversal curve (SORC) [22], or temperature FORC [23].
The amount of possible applications seems almost limitless.

Although FORC provides access to the interactions in a
system [24–26] the corresponding FORC diagrams can be-
come difficult to interpret as interaction features arise [27–29].
In a naive interpretation of FORC each peak corresponds to
a specific component in the system of respective coercivity
and interaction. However, as stated by Mayergoyz [1], this
interpretation breaks down as soon as minor loops are not
congruent or do not close after one field cycle. These two
requirements are called wiping-out and congruency condition,
respectively, of which the latter often does not hold for sys-
tems that feature interaction effects.

Dobrotă and Stancu [27] were able to explain how inter-
actions affect FORC diagrams and how the so-called wish-
bone feature arises. This wishbone and other interaction
features have been found and analyzed in several studies
[16,28,30–36]. However, only a very small number of inter-
action features in FORC are well understood and even less are
quantitatively interpretable.

This is why the FORC method itself is still not thoroughly
understood, therefore sometimes referred to as a magnetic
fingerprint [31,37], and to this day it is a topic of interest
[27,30,38]. A more fundamental understanding of FORC and
its complex behavior in the case of systems which violate the
Mayergoyz criteria is necessary to reliably interpret FORC
diagrams, to extract quantitative information from arising fea-
tures, and to go beyond the magnetic fingerprint interpretation.

In order to better understand the FORC method itself artifi-
cially designed systems are well suited. To this end we studied
different thin film structures based on the paper of Dobrotă
and Stancu [27]. Targeted design allows for the creation of
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structures that violate the Mayergoyz criteria. Knowing the
composition of the structure, such as sample geometry and
thickness and hence the stray field geometry, paves the way
for the evaluation of the arising FORC densities. Revealing
the origin of specific features within the FORC density would
allow us to develop well-suited evaluation methods. This in
turn would allow FORC to become a more quantitative mea-
surement method even for non Preisach-like FORC densities,
which might even extend the applicability of the method to
systems with very complicated FORC diagrams.

II. PREPARATION AND METHODS

By using photolithography with direct laser writing it is
possible to go from concept to sample within 1–2 days. Fast
sample preparation is crucial to produce several systems with
different structural parameters in order to then analyze a
variety of different FORC densities.

To do so, we used photoresists by MicroChem and Mi-
croChemicals, LOR 3A and AZ ECI 3027 respectively, and
KLOÉ’s Dilase 250 for the UV laser exposure.

All samples in this work consist of 50 nm thin permalloy
and 2 nm aluminum as a capping layer for oxidization protec-
tion, grown on a silicon substrate. The thin film deposition was
done with ion beam sputtering at pressures below 10−7mbar.
Having multiple samples on one substrate minimized both the
time needed to switch samples between measurements and the
difference in sputtering conditions during thin film deposition.

A FORC measurement can in principle be done with al-
most any device capable of measuring hysteresis curves [26].
For the FORC measurement itself the magnetization is not
only measured as a function of the applied external H , but
also depending on a so-called reversal field Hr. Acquiring
a first-order reversal curve starts at positive saturation. The
applied field H is then reduced to the first reversal field
Hr . The actual first-order reversal curve is then measured
as magnetization from Hr back to positive saturation. This
process is repeatedly executed with lower reversal fields until
the reversal field hits negative saturation. The result is a two-
dimensional magnetization landscape M (H,Hr ). The mixed
second derivative

ρ(H,Hr ) ≡ −1

2

∂2M (H,Hr )

∂H ∂Hr
(1)

is the so-called FORC density, which yields information
about the interaction and the coercivity distribution within the
measured system. The following rotation and expansion of
the coordinate system transforms the axis into a coercivity
and an interaction axis, which allows for a more intuitive
interpretation of the FORC diagram for simple systems:

Hu = 1
2 (H + Hr ), Hc = 1

2 (H − Hr ). (2)

For a more extensive introduction to the FORC subject, the
reader is referred to [27].

All measurements were carried out using Durham Magneto
Optics’ NANOMOKE3, which makes use of the magneto-optical
Kerr effect (MOKE) [39,40] to measure magnetization curves.
The most important point is the background correction when
measuring FORCs with MOKE. Time- and field-dependent

contributions have to be corrected in order to align the indi-
vidual minor loops. This includes contributions such as field
dependent Faraday effect and offset correction of the Kerr
signal. The corresponding field sequence can be seen in Fig. 3
of reference [41]. For further information on how to set up a
FORC measurement using MOKE, the reader is referred to
elsewhere [41].

The MOKE FORC setup allows for the measurement of
a complete set of FORC including 100 or more minor loops
within 30–40 minutes. The resolution for the applied field
can go down to 0.1 Oe. This allows one to complete FORC
measurements much faster than in a conventional vibrating
sample magnetometer, which is necessary to systematically
modify several structural parameters.

Additionally, the MOKE was used to measure spatially
resolved switching fields. To do so, the hysteresis of the
structures is measured on approximately 250 000 pixels on
the sample with a resolution down to 1 μm by taking pictures
of the Kerr rotation while sweeping the major loop. This
technique allows for both the measurement of hysteresis loops
on each single element and a better understanding of the
observed FORC densities. The measurement directly resolves
switching fields of different regions of the sample.

In order to explain the arising interaction features, a static
simulation was performed. In this simulation, the structures
were approximated as multiple dipoles, one for each μm2. The
magnetic field at the origin caused by dipole i at position ri

can be written as [42]

Bi (ri ) = − μ0

4π

(
3ni (ni · m) − m

|ri |3
)

, (3)

where n is a unit vector along r, m the magnetization vector,
and μ0 the vacuum permeability.

The approximated interaction field of the sample at a given
point r0 is then calculated as the sum of all dipole field
contributions:

Bint (r0) =
n∑

i=1

Bi (ri − r0). (4)

The orientation of the dipoles can be changed by altering the
direction of m. In the simulation, this can be done separately
for all individual parts of the structure, but only along the easy
axis. By removing one part of the structure, the interaction
field has been estimated by evaluating the field caused by all
other dipoles in the sample.

III. RESULTS

A. Building blocks: Single stripes

In order to build systems violating the Mayergoyz criteria,
pre-characterized building blocks are necessary. Using these
building blocks, more complex systems will be designed later
on.

The first sample consists of simple stripes and is displayed
in Fig. 1(a). These permalloy stripes have different widths
(10, 20, . . . , 100 μm) and a length of 150 μm. Permalloy has
a coercivity low enough to observe very small interaction
effects in the FORC diagrams later on, such as magnetic
stray fields from neighboring structures. The distance between
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FIG. 1. Noninteraction stripes. (a) Microscope picture of isolated
stripes (length 150 μm, width 10–100 μm. (b) Coercivity as a func-
tion of stripe width. (c) FORC density (base line resolution after
smoothing = 1 Oe [41]) and major loop of smallest stripe (10 μm).

the stripes in this first model system is so large that their
interaction can be neglected (noninteracting case). This allows
for the measurement of the unperturbed hysteresis of these
single stripes as well as the calculation of their coercivity.

The external field is always aligned along the long axis
of the permalloy stripe. Since this is the shape anisotropy
related easy axis, each stripe shows a typical square shaped
hysteresis loop [shown in the inset of Fig. 1(c)] with no static
intermediate state.

The measured coercivity is plotted in Fig. 1(b) as a function
of stripe width. It has been shown [43,44] that the coercivity
of such a system scales with the inverse width. The smallest
stripe has a coercivity of about 2.2 Oe. For medium widths

(50 μm), the coercivity is about 1 Oe and approaches 0.7 Oe
for the widest stripes.

When measuring a set of FORCs on the most narrow stripe,
one finds exactly the expected FORC diagram [Fig. 1(c)].
There is one peak (peak A) in the FORC density, located at
Hu = 0 (no interaction) and Hc = 2.2 Oe, which corresponds
to the coercivity of the major loop.

B. Complex systems: Alternating stripes

Arranging eleven basic stripes of alternating width into one
interacting structure creates a more complex system which
violates the Mayergoyz criteria. The structure of such a system
is shown in Fig. 2(a).

For these measurements, the laser spot needs to be slightly
defocused to cover the entire area of the structure. The full
width at half maximum of the laser spot should be larger than
the structure so as to resolve all structural features. The size
of the illuminated area should be balanced out with respect to
the signal-to-noise ratio of the magnetization curves.

The corresponding FORC density, measured along the long
axis of the stripes, is shown in Fig. 2(b). For a better illus-
tration of the switching field distribution below, the density
is displayed in H and Hr coordinates. Judging from the
FORC density before, one would naively expect two peaks,
one for each coercivity component (stripe width). However,
four peaks are visible, three positive and one negative. If the
system was completely free of interaction, only peaks A and B
would be visible in the FORC density: these are the two peaks
corresponding to the switching of the two different stripe
widths. However, there is a positive-negative peak pair (peak
pair C), which does not correspond to a specific component
within the sample.

In contrast, the switching field or susceptibility χ (H )
(FORC density integrated in the Hr direction, equal to the first
derivative of the major loop) only shows two peaks. Those
correspond to the switching events of the two different stripe
widths. There is, however, no additional peak to be found here.

A completely independent measure of the switching field is
presented in Fig. 2(c). This is the spatially resolved switching
field, the acquisition of which is described in the method
section.

The color map displays the local switching field as a
function of position. When comparing it to the sketch of the
sample on the illustration above, it can be seen that the two
coercivities of the two different stripe widths are well sepa-
rated. Small stripes are displayed in orange-red, big stripes
in blue. The blue color represents a relatively low switching
field (∼1 Oe), the red color represents a comparatively high
switching field (∼3 Oe). As shown before in Fig. 2(d), we
cannot see a switching field component for each peak in the
FORC diagram. These two components only explain the two
peaks at Hu = 0.

The small darker parts at the corners of the big stripes are
nucleation points for the domain wall. These are the points
where domain walls start nucleating. However, the other parts
of the stripes are rather homogeneous, which shows that each
stripe flips entirely once a domain wall nucleates. It seems that
domain wall pinning in these soft magnetic permalloy stripes
is much weaker than the applied critical field.
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FIG. 2. Alternating stripes: (a) Schematic structure (small width = 10 μm, big width = 30 μm, spacing = 10 μm). (b) FORC density
(baseline resolution after smoothing = 1 Oe [41]) and major loop of the structure; note that the FORC density is presented in H and Hr

coordinates so that the H coordinate matches the switching field. The projection in the Hr direction is the switching field distribution shown
in (d). (c) Spatially resolved switching field of the structure. (d) switching field distribution calculated as the projection of the FORC density
in the Hr direction.

It is clear that that the explanation of the additional peak
pair is not as straightforward as the explanation for peaks A
and B. Apparently, the peak pair cannot be explained using the
simple Preisach-like interpretation approach. So what exactly
is the origin of these peaks?

The beginning of the explanation lies in the different mag-
netization configurations (Fig. 3) in which switching events
appear in this particular structure. The illustration shows the
magnetization configurations of the major loop depending on
the applied field. The color code in the major loop shows the
respective configuration. The arrows denote the direction in
which the magnetization of the respective stripe is pointing.
Starting a minor loop in negative saturation (yellow state)
and driving up the external field towards positive saturation
(green) leads to two different switching events. The first one
is the switching of the big stripes from parallel configuration
(yellow) into antiparallel configuration (red). This switching
event A corresponds to peak A in the FORC density in
Fig. 2(b). Going further towards positive saturation will make
the small stripes flip from antiparallel (red) back into parallel
geometry (green, event B) where saturation is reached.

However, there is a second minor loop, which also has a
strong impact onto the FORC density. This minor loop starts
in antiparallel geometry (blue) when the sample has not been

fully saturated in the negative direction. A sketch of the minor
loop starting in the blue configuration is shown as a solid
blue line in the plot. This minor loop also corresponds to the
switching of the big stripes, like A. However, in this case the
switching happens in antiparallel geometry (event C), unlike
before. As a consequence, the interaction, which supported
the switching event before, hinders it this time. Hence, the
switching event C occurs at higher external fields than event
A. Had there been no interaction, both switching events
would have happened at the same applied field (illustrated
by the dashed blue line) and the minor loops would have
been congruent within their overlapping field ranges. In other
words, the interaction between the lower and higher coercivity
components causes the big stripes to flip at different exter-
nal fields depending on the magnetization geometry. This,
however, violates the Mayergoyz congruency property, which
then generates additional features (peak pair C) in the FORC
density.

The interaction shift, denoted as a red arrow in the inset,
is linearly related to the interaction strength of the system,
which will be important later when quantifying the interaction
feature in the FORC density.

From the Hu and Hc coordinates of the resulting peak we
can calculate the corresponding reversal and applied field. We
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FIG. 3. Illustration of the different magnetization configurations
at four different positions of the major loop. The inset displays the
exaggerated minor loop shift caused by the interaction. The capital
letters denote switching events: A and B are the two main switching
events within the major loop, C denotes the switching event of the
minor loop.

find that this reversal and applied field exactly correspond to
the lower left part of the major loop [see inset, Fig. 2(b)].
Hence, the position of the interaction peak in the FORC
diagram can then be calculated as

Hu = 1
2 (Hc,low − Hc,high )

and

Hc = 1
2 (Hc,low + Hc,high ),

where Hc,low and Hc,high denote the Hc coordinate of the low
and the high coercivity peak respectively. This property could
be used to isolate interaction features from features which
correspond to actual components of the sample.

C. Structural parameter variation

In order to attain systematic variations of coupling strength
and coercivity parameters, several samples have been de-
signed. The varied parameters were the width (wbig) of the big
stripe (coercivity) and the spacing (s) in between the stripes
(coupling). For each of the big stripe widths of 30 and 50 μm
there are three different spacings of 10, 20, and 30 μm, which
adds up to a total of six different samples.

The measured FORCs on these six samples can be seen in
Fig. 4. Note that they are presented in Hc and Hu coordinates
this time. All of them show the same three prominent features
presented before: A low coercivity peak A, a high coercivity
peak B, and an interaction peak pair C at negative Hu. The
additional insets in each diagram display the major loops.

When comparing the Hc position of the high coerciv-
ity peak B of sample wbig = 30 μm, s = 10 μm (top left)
with sample wbig = 30 μm, s = 30 μm (top right), the peak
visibly shifts to lower coercivities with increasing spacing.
In a naive interpretation approach, that should not be the
case. The coercivity of the small stripe (high coercivity) of
constant width (10 μm) should not decrease when the spacing

between the stripes is increased. However, the reason for
this can be found in the method itself [27]: The highest
coercivity component of a sample (small stripes in this case)
will always flip last. The reversal field Hr , at which the sample
switches down, is the intrinsic coercivity plus interaction,
Hr = −(Hintrinsic + Hinteraction ). The applied field H , at which
the sample switches back up, is also its intrinsic coercivity
plus interaction, H = Hintrinsic + Hinteraction, except without
the minus. If we use formula 2 to transform this into Hu and
Hc, we see that

Hu = 1
2 (H + Hr )

= 1
2 [Hintrinsic + Hinteraction − (Hintrinsic + Hinteraction )]

= 0

and

Hc = 1
2 (H − Hr )

= 1
2 (Hintrinsic + Hinteraction + Hintrinsic + Hinteraction )

= Hintrinsic + Hinteraction.

This means that Hu is necessarily 0 if the major loop is
symmetric and that the interaction is instead added onto the
coercivity axis as a coercivity shift Hinteraction [27].

To obtain a quantitative measure for the coercivity shift,
simulations were performed using a static dipole approxima-
tion described in the method section. By running the simu-
lation with all dipoles of one stripe removed, the interaction
resulting on that stripe can be estimated. Furthermore, the
model is capable of switching individual stripes by switching
the direction of all dipoles of the corresponding stripe.

To measure the interaction field acting on one particu-
lar stripe, the resulting field at the center position of each
stripe was taken while that stripe was removed. However,
the domain wall nucleation and therefore the flipping process
predominantly starts at the short end of a stripe since the field
is applied along its long axis. In the simulation, when going
from the center to the short end of a stripe, the field can differ
dramatically: by about two orders of magnitude, and it can
even go down to 0. However, the interaction at the center
is still a good relative measure for the interaction, although
of different magnitude. Eventually, a relative measure is still
sufficient for the analysis conducted here and is a great success
considering the simplicity of the model.

In order to account for the difference between simulation
and the real nucleation process at the short end of a stripe,
we scaled the interaction values of the model down by a
constant factor (≈20) so that the modeled data in Fig. 5
fit the experiment. This is valid since the values from this
model are only taken as relative values representing the
experiment.

The results of this model and the real shift of coercivity of
the small stripes are demonstrated in Fig. 5. In the following,
four different trends are plotted as a function of stripe spacing
(interaction strength). Blue plots illustrate the coercivity shift
calculated as the difference between the Hc coordinate of the
corresponding peak from the FORC diagrams and the coerciv-
ity of the isolated stripe (2.2 Oe). The red plots illustrate the

064401-5



GROß, ILSE, SCHÜTZ, GRÄFE, AND GOERING PHYSICAL REVIEW B 99, 064401 (2019)

FIG. 4. FORC densities of six different samples with systematically varied structural parameters. This time the FORC densities are
displayed in the usual Hu,Hc coordinates. Insets display the shapes of the major loops.

coercivity shift extracted from the dipole model in arbitrary
units. Triangles denote big stripe widths of wbig = 30 μm,
squares denote wbig = 50 μm. The dashed lines are included
to better illustrate the descending trend of the four different
curves.

When comparing the simulation with the measurement, the
coercivity shift seems to saturate in all four cases when going
to higher spacings. This is reasonable as the coercivity shift
should approach 0 for high spacings when the stripes are not

FIG. 5. Comparison between the coercivity shift measured in
FORC and the estimated coercivity shift from the dipole model.

interacting anymore. Additionally, in the experiment as well
as in the simulation the shift is higher for wbig = 50 μm,
which also makes sense since the stray field acting on the
small stripes should be higher for wider stripes in between.
In general, the model seems to be able to reproduce the trend
of the measurement. It certainly has its limitations and there
are some discrepancies with the experiment, which, however,
is to be expected for a rough dipole approximation.

When looking at the FORC diagram, the coercivity shift
is not the only changing feature when varying the struc-
tural parameters. The intensity of the interaction peak pair
decreases for both widths when the spacing between the
stripes is increased (going from left to right). This is a re-
sult of the decrease in coupling when the spacing between
the stripes is increased. The interaction shift (denoted by
the red double arrow in the inset of Fig. 3) decreases when the
coupling strength is decreased (spacing is increased). If the
spacing reaches a distance at which coupling is not relevant
anymore, the interaction shift approaches 0 and the stripes are
completely uncoupled. In this case, the interaction peak would
completely vanish. This already implies a relation between the
interaction peak intensity and the interaction field acting on
the big stripes.

The integrated interaction peak volume has the same di-
mension as the integrated FORC density [45], and therefore
corresponds to a magnetization. In this case, the magnetiza-
tion contained in the interaction peak approximately corre-
sponds to the “incongruency” of the two respective minor
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FIG. 6. Normalized interaction peak volume plotted as a function
of simulated interaction strength acting on the big stripes. The field
extracted from the simulation was scaled by the same factor as
before.

loops within their overlapping field ranges (the one starting
at negative saturation and the one sketched by the solid blue
line in Fig. 3).

There are two factors influencing the size of the interaction
peak. The first is the difference in slope between the two minor
loops, and the second is the field range in which these slopes
are different. The first one is not affected by the configuration
of the sample; the latter one is. Differences in field range
exactly correspond to the interaction shift (Fig. 3) for small
interactions. Hence, we suggest a linear relation between
the integrated interaction peak volume and the interaction
which shifts the switching process of the big stripes in the
corresponding minor loops.

In Fig. 6, the normalized interaction peak volume is plotted
against the scaled interaction field acting on the big stripes,
which was extracted from the simulation. The interaction from
the simulation is used as a measure of the interaction shift of
the minor loop. The peak volume is normalized with respect
to the saturation Kerr angle. Both quantities are a measure of
the interaction in the system. Therefore, plotting them against
each other yields the relation between interaction peak volume
and real interaction in the system.

As suggested before, we introduced a linear relation for
the interaction peak volume as a function of the real inter-
action strength, which should be valid for the assumption
of small interaction fields. Both widths (wbig = 30, 50 μm)
are considered equally for the fit since the higher stray field
yields higher interaction peak volumes but equally increases
the stray field in the simulation. This cancels out if they are
plotted against each other. This linear relation can be a first
model to demonstrate the connection between the interaction
strength and the peak volume, which seems to be valid within
the range which is accessible with our samples.

The interaction peak volume is not the only interesting
quantity. The position of both interaction peaks with respect
to each other can also yield information about the type of
interaction. In this case, all of the structures are coupled
antiparallelly due to their stray fields. This means that, in
saturation, the flipping of the low coercivity component is

favored by the field geometry. In contrast, the flipping from
antiparallel geometry back to saturation is not favored by the
stray field. Thus, the solid blue line in Fig. 3 crosses the major
loop and the interaction peak pair appears first positive then
negative when going from negative to positive H values in
Fig. 2(b).

If the interaction was the other way round—with a stray
field that favors parallel alignment, and the solid blue line
shifted towards smaller external fields than the major loop—
the interaction peak would appear the other way round, that
is first negative then positive when going from negative to
positive H values.

In this simple case, the interaction peak volume is a
measure of the interaction within the system. This can be
used, for example, to compare interactions in nonartificial
systems as a functions of different parameters. This model
needs to be further quantified, especially for different samples.
Perhaps the linear relation is a good first approximation but
can be further adapted for other ranges of interaction and
different sets of samples. In principle, it would be possible to
find the exact relation between interaction peak volume and
interaction strength for a specific material, which would allow
for it to be used as a measure of the interaction between soft
and hard magnetic phases within.

IV. DISCUSSION

We studied the behavior of FORC in the presence of in-
teractions based on the paper of Dobrotă and Stancu [27]. We
found similar additional features; however, their interpretation
is very complex if the exact composition and field geometry
of the sample is unknown. This is where our artificial system
can stand out.

The artificially created composition of binary coercivities
and the perfect knowledge about the system allow us to easily
assign the different peaks to the respective parts of the sample.

In the insets of Fig. 4, the area of the major loop between
the two switching processes A and B hardly shows any mag-
netization change. Thus, the peaks corresponding to different
coercivities in the FORCs are relatively well separated. This
is the binary limit of the wishbone-like shape presented by
Dobrotă and Stancu [27], whereas the wishbone is the limit
of continuous coercivity and interaction field distributions. In
the binary limit, the interaction peak volume can be easily
determined. This is not self-evident since interaction features
often merge with main coercivity peaks if the coercivity
distribution is continuous.

With that in mind, the applicability of the presented model
can become challenging. If the real coercivity peak is not
easily separable from the interaction features, the peak volume
cannot be determined precisely and therefore the model does
not hold true. However, this model should be applicable if
there are two phases that are well separated in switching field.

In this case, the volume determination can easily be done,
and one is able to draw conclusions regarding the interaction
strength in the system, even if the interaction is so small that
there is hardly any shift of the low coercivity peak in the Hu

direction and the wishbone shape is not present.
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V. SUMMARY

Artificially designed systems of 50 nm thick permalloy
stripes have been investigated using MOKE-FORC [41].
When investigating single isolated stripes of different width,
we find the expected coercivity scaling [43,44] and the FORC
peak corresponding to the coercivity of the stripe. Using these
simple objects to set up more complicated geometries of
alternating stripes, we find that the resulting FORC diagram
shows a double peak feature, which can be ascribed to the
interaction within the system [29]. Furthermore, the high
coercivity peak shifts to higher values due to its interaction
with the low coercivity component [27]. Both of these features
are a consequence of the stray field geometry and the resulting
interaction in the sample.

In order to evaluate these features, we developed a model
which treats each of the stripes in the system as a superposi-
tion of dipoles. The resulting field of all dipoles is a measure
of the interaction field in the system at a given point of the
sample. By deactivating one of the stripes in the simulation,
we can extract the interaction field acting on that particular
stripe in arbitrary units. By comparing the interaction fields of
different sample geometries, we can extract a trend from the
simulation and compare it to the coercivity shift of the real
sample. The model is not able to perfectly resolve all features;
however, it is able to predict trends when comparing different
sample geometries.

Exactly knowing our sample enabled us to identify the ori-
gin of the interaction peak pair feature as a shift of the minor
loop starting in antiparallel geometry with respect to the minor

loop starting in negative saturation. This shift is caused by
the stray field of the small stripes, which shifts the switching
field of the big stripes depending on the magnetization state.
In order to obtain a quantitative measure for this interaction,
we evaluated the volume of the positive interaction peak and
compared it to the interaction predicted by the dipole model.
For the range covered by our samples, we suggest a linear
behavior for these two quantities.

The approach of comparing different interaction peak
volumes seems promising to compare interaction strengths
in similar samples with systematic parameter variation, for
example as a function of alloying levels or temperature. This
could come in handy if the interaction effects are rather small
and the Hu shift is thus easy to miss.

FORC data interpretation can be difficult, especially if
interaction features arise and the FORC density differs from
the easily interpretable Preisach distribution. We suggest that
features which arise in the FORC density should be seen as
an additional source of information about the system instead
of a troublesome problem which limits the interpretability.
By identifying the fundamental origin of these features, it
is possible to develop additional ways of extracting infor-
mation from FORC densities. This interaction peak analysis
is a thorough step for FORC to become a more quantitative
measurement method instead of relying on the fingerprint
interpretation.
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