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Geometric control of the magnetization reversal in antidot lattices with perpendicular
magnetic anisotropy
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While the magnetic properties of nanoscaled antidot lattices in in-plane magnetized materials have widely been
investigated, much less is known about the microscopic effect of hexagonal antidot lattice patterning on materials
with perpendicular magnetic anisotropy. By using a combination of first-order reversal curve measurements,
magnetic x-ray microscopy, and micromagnetic simulations we elucidate the microscopic origins of the switching
field distributions that arise from the introduction of antidot lattices into out-of-plane magnetized GdFe thin films.
Depending on the geometric parameters of the antidot lattice we find two regimes with different magnetization
reversal processes. For small antidots, the reversal process is dominated by the exchange interaction and domain
wall pinning at the antidots drives up the coercivity of the system. On the other hand, for large antidots the
dipolar interaction is dominating which leads to fragmentation of the system into very small domains that can be

envisaged as a basis for a bit patterned media.

DOI: 10.1103/PhysRevB.93.104421

I. INTRODUCTION

Periodic arrangements of holes, so called antidot lattices, in
thin magnetic films have been broadly investigated in various
host materials. In the dynamic regime these nanostructures act
as magnonic crystals, and they can be envisaged as spin wave
filters and spin wave guides [1-3]. On the other hand, antidot
lattices are proposed as a type of bit patterned media that can
overcome the superparamagnetic limit as there are no isolated
islands [4—-6]. Furthermore, antidot lattices exhibit a multitude
of novel phenomena like artificial spin ice [7-9] and spin glass
[10], and pairs of magnetic monopoles [11].

Mainly, antidot lattices are investigated in magnetic thin
films with in-plane anisotropy where the strong influence of
the nanostructures due to emergent demagnetization fields at
the hole edges is obvious [12]. This is widely used to tune
the magnetic anisotropy [13-15] and coercivity [16—18] of
these thin films, and the microscopic origin is well established
in literature [15,19-24]. To gain an understanding of the
processes involved in the magnetization reversal a multitude
of approaches have been combined, namely, micromagnetic
simulations [15,19,20], magneto-optical Kerr effect (MOKE)
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measurements [23,24], photo electron emission microscopy
(PEEM) with x-ray circular dichroism (XMCD) contrast [21],
scanning x-ray microscopy (SXM) with XMCD contrast
[24], and first-order reversal curve (FORC) measurements
[19,22,24].

Furthermore, it has been shown that nanoscaled antidot
lattices can significantly reduce or overcome the thin film shape
anisotropy and result in a perpendicular easy axis [4,21] or
perpendicular deflection of the magnetization [12]. However,
only a few studies used materials with a perpendicular
magnetic anisotropy as host films for the antidot lattices
[25,26] and the microscopic interaction of the nanostructures
has not been elucidated so far.

FORC measurements are a valuable tool to quantitatively
investigate these interactions without the need for high lateral
resolution [27]. Therefore, the FORC method is increasingly
used for investigations of geomagnetism [28-30], thin film
magnetism [31], and magnetic nanostructures [19,24]. The
FORC density represents irreversible magnetization reversal
processes that are separated by their coercive H,. and interac-
tion H, field values. The separation of the individual switching
events is achieved by measuring multiple minor hysteresis
loops instead of using spatial resolution to distinguish them
[27]. Unfortunately, the reliable interpretation of the FORC
distribution as a distribution of Preisach hysterons is not
always possible [19,32,33]. Therefore, the initial combination
of FORC measurements with a highly resolving method
like x-ray microscopy in real space, or x-ray and neutron
scattering in reciprocal space are frequently used to support the
microscopic interpretation of FORC distributions [24,34,35].
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Here, we describe the influence of nanoscaled antidot struc-
turing with different geometries on the magnetic properties of
soft-magnetic GdFe thin films with perpendicular magnetic
anisotropy. Furthermore, we shine light on the microscopic
processes that are responsible for the change in magnetic
properties by a combination of FORC measurements, SXM
imaging, and micromagnetic simulations.

II. METHODS

The antidot lattices were produced by nanosphere lithogra-
phy using commercial polystyrene (PS) nanospheres (Invitro-
gen) with a mean diameter of 210 &+ 20 nm as starting material
[36,37]. Close-packed monolayers of these PS spheres are
deposited on SizN4(500 nm, membranes)/Si(100) substrates
by dip coating at an extraction velocity of 10 us~! and an
angle of 60° between the substrate surface and the air-water
interface. Details of this preparation procedure can be found
elsewhere [8,15]. The deposited PS spheres were etched
by an oxygen plasma (DC bias: —85 V) to reduce their
diameter to 80 & 20 nm or, alternatively, to 160 £ 20 nm.
It has been shown previously that the etching process does
not affect the spherical shape of the PS particles [36,37]. On
top of these templates GdFe[0.36/0.36 nm] multilayer films
were deposited with a 2 nm Al capping layer under UHV
conditions by ion beam sputtering [38]. Finally, the PS spheres
including their metal caps were removed by chemomechanical
polishing. The total thin film thickness was adjusted from
29 nm (40x GdFe) to 45 nm (60 x GdFe) depending on the PS
sphere size after etching to allow for their complete removal
[12,24]. Fe and Gd are generally subjected to oxidation.
Although the initial oxidation rate of pure Fe is very high,
oxide formation quickly saturates forming a passivated surface
[39]. Degradation of the GdFe multilayer system would lead
to a loss of perpendicular magnetic anisotropy, which was not
observed during patterning or storage. As the perpendicular
anisotropy of the antidot lattice samples was unaffected over
the course of several weeks, we suppose that a very thin oxide
layer formed on the hole rims and prevented further oxidation.

MOKE based FORC measurements were conducted with
a Durham Magneto Optics NanoMOKE3 equipped with an
air-cooled vector electromagnet, capable of generating in-
plane fields up to 120 mT. Measurements were performed in
polar geometry and the laser beam was directed at the sample
with an incidence angle of 90°. For each FORC measurement
600 individual minor loops with different reversal fields H,
were acquired, each averaged 10 times at a cycling rate of
0.35 Hz, thus, resulting in a total of 360.000 data points.
Here, the FORC density is both influenced by the amount
of magnetization change and the degree of irreversibility of
the process leading to this magnetization change, i.e., the
probability of a stochastic magnetization reversal process
being irreversible affects the FORC density [24]. FORC
density calculations from the acquired minor loops were
done using customized MATLAB code. This was numerically
achieved by fitting [30,40] a part of the M(H, H,) data to

M(H,H,) = a; + ayH + a3sH* + a,H, + asH? — 2agH H,
)]
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and extracting the parameter ag as FORC density p:

(H.H,) 13>M(H,H,) )
k] r) = T AT Arrearr — ae.
P 2 0HIH, ¢
Subsequently, the measurement axes H and H, were trans-

formed into H, and H, axes according to

H,= Y(H + H,) 3)
and

H.= 3(H — H,). 4)

After smoothing this processing scheme lead to FORC
distributions with a minimum resolution of > 0.5 mT and
a baseline resolution of < 3 mT. Before optimizing the
applied smoothing factor, the FORC distribution was inspect
at low smoothing factors to exclude loss of information by
smoothing. Further details about the acquisition scheme and
the data evaluation can be found elsewhere [12,40]. In the
following H fields are expressed in units of wo - H implicitly
for convenience.

SXM measurements were conducted at the MPI IS operated
MAXYMUS end station at the UE46-PGM?2 beam line at the
BESSY II synchrotron radiation facility. The samples were
illuminated under normal incidence by circularly polarized
light in an applied out-of-plane field of up to 240 mT that was
generated by a set of four rotatable permanent magnets [41].
The photon energy was set to the absorption maximum of the
Fe L3 edge to get optimal XMCD contrast for imaging. The
transmission through the holes, where there is no material and
thus no x-ray absorption, other than from the Si; N4 membrane,
was used as an internal /j intensity reference to normalize the
measured intensities to the incident beam intensity. Intensities
were locally averaged using a Gaussian filter in ImagelJ [42].
Images taken at different photon helicities were registered
using ImageJ with TurboReg [43] to align the individual
images [12,24].

Micromagnetic simulations were conducted using a custom
implementation of the Landau-Lifshitz-Bloch equation based
on OpenCL using graphics processing units to solve the equa-
tion of motion [44]. Finite temperatures were implemented as
normally distributed random thermal noise [45]. The custom
code was verified against uMAG standard problems 3 and 4
[46]. The antidot lattice was discretized into 14 x 14 x 14 nm>
cells and as material parameters the saturation magnetization
at zero temperature My = 3.72 x 100 A m~!, the uniaxial
anisotropy constant K, = 1.2 x 10° ] m~3, and the exchange
stiffness at 300 K A(300 K) =7.78 x 107" T m™' were
assumed [46]. Additionally, 5% of the macrospins were given
an arbitrary magnetization and orientation to include some
irregularity of the real samples into the simulations.

III. RESULTS AND DISCUSSION

The general layout of antidot lattices with hexagonal
symmetry is shown in Fig. 1, indicating that the nanosphere
lithography can yield large uniform structural domains with
only a few local lattice defects.

The major hysteresis loops for two different antidot lattice
geometries and an unstructured thin film are shown in
Fig. 2. Both antidot lattices feature the same antidot spacing
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FIG. 1. SEM image of a nanoscaled hexagonal antidot lattice
(antidot spacing @ = 210 nm and diameter d = 160 nm) in a thin
GdFe film.

a = 210 nm, but have different antidot diameters d of 80 nm
and 160 nm, respectively. To compensate for the different PS
sphere lithography masks, the antidot lattices were prepared
in films with different numbers of multilayers (40x GdFe and
60x GdFe respectively), however, there was no appreciable
difference in the coercivity of the two host films. While the
unstructured thin film exhibits a sharp magnetization reversal
with high remanence and a steep jump in the hysteresis
loop at the coercive field, resulting in full magnetization
reversal, both antidot lattices show similar major hysteresis
loops with a reduced remanence and a gradual change of
magnetization during reversal. This already suggests that
there is a distribution of microscopic processes with different
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FIG. 2. Major hysteresis loops of GdFe thin films hosting antidot
lattices with large (antidot spacing @ =210 nm and diameter
d = 160 nm) and small (antidot spacing ¢ = 210 nm and diameter
d = 80 nm) holes. The hysteresis loop of an unstructured GdFe thin
film is shown for comparison as a dashed line.
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switching fields. While the saturation field of both antidot
lattices is strongly increased, it is noteworthy that the coercive
field of the unstructured material is still reflected in the
hysteresis loops. For the large holes the overall coercive
field remains unchanged, and for the small holes there is a
small jump in the hysteresis loop at the original coercive
field while the overall coercivity is increased. The latter is
in agreement with previous findings of Tripathy and Adeyeye
[25] who observe magnetization reversal at the coercive field
of unstructured film and a switching field distribution at higher
fields. However, the origin of the switching field distribution
and the microscopic interactions within the antidot lattices
have not been described in literature. In the following, we
discuss these properties of the two antidot lattice geometries
using a combination of FORC measurements, SXM imaging
and micromagnetic simulations to gain a complete microscopic
understanding.

A. Antidot lattices with large holes

For the hexagonal antidot lattice with a large hole diameter
(antidot spacing a = 210 nm and diameter d = 160 nm) the
FORC diagram is shown in Fig. 3 with the major hysteresis
loop shown as inset for comparison. It is noteworthy that the
magnetic thin film is narrowed down to a width of 50 nm
between two adjacent holes in this geometry. In general such a
major loop results from a distribution of switching fields for all
microscopic processes constituting the magnetization reversal.
This switching field distribution can either be dominated by a
broad distribution in interaction fields or a broad distribution
in coercive fields. From the major hysteresis loop alone
these origins of the switching field distribution cannot be
distinguished. However, from the FORC diagram it is obvious
that for the geometry with large holes the former is dominating.
The distribution of coercive fields is rather narrow and centered
at 10 mT, thus, the coercive field is unchanged from the
unstructured material for all irreversible switching events.
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FIG. 3. FORC density of a hexagonal antidot lattice (antidot
spacing @ = 210 nm and diameter d = 160 nm) in a 45 nm thin
GdFe film. The major hysteresis loop is shown as inset.
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FIG. 4. SXM measurement series of a hexagonal antidot lattice (spacing a = 210 nm and diameter d = 160 nm) in a 45 nm thin GdFe
film. Images at an external applied field of (a) 240 mT (positive saturation), (b) O mT, (c) —8 mT (close to the coercive field), (d) —28 mT, and
(e) —240 mT (negative saturation) are shown. A part of the antidot lattice in proximity of an unstructured area was purposely chosen for direct
comparison with the native film in the same frame. Enlargements of the areas marked by black rectangles 1 and 2 are shown in Figs. 5 and 6,

respectively.

However, there is a broad distribution of interaction fields
centered at 0 mT spanning from —14 mT to 14 mT. Thus,
there is no shift of the major hysteresis loop, as would be
expected for an unbiased sample. The remanence, though,
is reduced as the large negative interaction field overcomes
the coercive field and leads to magnetization switching below
zero field. Also, the saturation field is enlarged due to the
large positive interaction field and the resulting increased
external field required for some switching in comparison
with the unstructured thin film. The absence of a wishbone
structure in the FORC diagram further confirms that there
is no significantly broad distribution of coercivities, hence,
the coercivity of the native GdFe film is conserved and the
change in magnetization reversal behavior is only due to a
distribution of interaction fields [47]. This already indicates
that the magnetization reversal for this particular antidot lattice
geometry is not governed by long range movement of domain
walls as these would be pinned at the constriction between
two antidots. Pinning at the geometric structure, however,
would lead to an increase of the coercive field compared to the
intrinsic coercivity of the native material that is not observed
[24,25].

To further elucidate the origin of the distribution of
interaction fields SXM with XMCD contrast was employed
to directly image the microscopic processes involved, shown
in Fig. 4. To directly compare both the structured and
unstructured magnetic GdFe film an image frame was chosen
that shows both. At first glance the magnetization reversal
appears to be chaotic and, indeed, individual switching events
occur distributed over the whole antidot lattice at any given
field. Turning to the x-ray micrograph at zero field, shown

in Fig. 4(b), the effect of reduced remanence in the antidot
lattice is clearly visible. While there is only a minimal part of
the magnetization that has reversed in the unstructured part,
a significant number of small reversed domains is found in
the antidot lattice. These domains are uniformly distributed
throughout the antidot lattice and have a size smaller than
the antidot lattice unit cell. Hence, the whole antidot lattice
area is exhibiting this reduction of remanence. As previously
discussed, the coercivity is not affected by the nanostructuring
and this is also confirmed in the x-ray micrograph at the
coercive field, shown in Fig. 4(c). Both antidot lattice and
native thin film are approximately half reversed. However, it
is noteworthy that the domain size in the antidot lattice is
drastically decreased in comparison with the unstructured thin
film. Going to higher fields, as shown in Fig. 4(d), the uniform
thin film is already completely reversed. The antidot lattice,
on the other hand, still features some small domains that have
not yet switched, similar to the previously discussed situation
at zero field, although with opposite sign of the stray field
interaction. Again, these domains are distributed throughout
the whole antidot lattice area and, thus, the increased saturation
field is found throughout the structured area.

Looking at the antidot lattice more closely, two structural
elements can be distinguished: a narrow material bridge
between two adjacent holes and a node that connects its three
neighboring bridges. From the SXM image at zero field, shown
in Fig. 4(b), it becomes clear that there is no general preference
for nodes or bridges to switch first, and they are equally found
to be initially switched. Figure 5 shows an enlargement of
position 1 of the previously discussed SXM measurement
series, focusing on an initially switched bridge in the center.
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FIG. 5. Enlargement of position 1 of the SXM measurement series of a hexagonal antidot lattice (spacing a = 210 nm and diameter
d = 160 nm) in a 45 nm thin GdFe film shown in Fig. 4. Images at an external applied field of 240 mT, 5 mT, 0 mT, —6 mT, and —240 mT are
shown. Additionally, schematic sketches of the magnetization states (up or down) of the central bridge and the two adjacent nodes are shown

for each field.

During the magnetization reversal in this part of the antidot
lattice this bridge switches first. It is noteworthy that the narrow
bridge with a width of 50 nm switches separately from its
two neighboring nodes and, thus, supports two domain walls.
Subsequently, the lower node switches its magnetization state.
Again, this small structure switches individually while the two
other bridges connected to this node remain in their previous
magnetization state. Finally, the upper node also switches and
at increasing fields the magnetization is saturated.

Figure 6 focuses on position 2 of the previously discussed
antidot lattice with an initially switched node in its center.
Here, the central node switches first while the three neigh-
boring bridges stay in their original magnetization state. It

+240 mT

+5mT

-10 mT

100 nm 100 nm
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is noteworthy that this initial switching occurs at the same
magnetic field as for the bridge centered in Fig. 5. In the
area shown in Fig. 6 the magnetization configuration with
only the central node switched is stable in a wide field range
and only at an applied counter field of —10 mT the first
neighboring bridge (lower left) switches. Subsequently, at
—14 mT and —24 mT, respectively, the other two bridges
switch their magnetization state. The last bridge switches at a
drastically increased magnetic field compared to the coercive
field of the unstructured film, as it is stabilized in its original
magnetization by the neighboring structure that has already
reversed, thus, leading to an increase in saturation field of the
antidot lattice.

-24 mT -240 mT

HH
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FIG. 6. Enlargement of position 2 of the SXM measurement series of a hexagonal antidot lattice (spacing @ = 210 nm and diameter
d = 160 nm) in a 45 nm thin GdFe film shown in Fig. 4. Images at an external applied field of 240 mT, 5 mT, —10 mT, —14 mT, —24 mT,
and —240 mT are shown. Additionally, schematic sketches of the magnetization states (up or down) of the central node and the three adjacent

bridges are shown for each field.
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Because the bridges are very narrow, the domain walls
that are formed there can be short and, thus, the exchange
energy associated with them is rather small. This is obvious
from the fact that bridges and nodes can switch individually
and thereby create multiple domain walls in a small area.
Additionally, micromagnetic simulations confirm that one
bridge can support two domain walls. However, a solely
switched structural element is stabilized by the closure of
stray fields with its neighboring elements. The same is true
for the last element to switch; its original magnetization
state is stabilized by stray field closure with its reversed
neighbors. This stray field stabilization is also reproduced
in micromagnetic simulations of a single pair of antidots
that stabilize an individually switched bridge against strong
external fields [46]. Hence, the stray field interaction is the
microscopic origin of the interaction field H, that is detected
in the FORC measurements. The distribution of interaction
fields H, is due to the varying magnetization landscape
throughout the antidot lattice. Each individual bridge has two
neighboring nodes of which zero, one, or two can have the
same magnetization state, and each node has three neighboring
bridges of which zero, one, two, or three can have the same
state. Thus, there is a large distribution of local interaction
fields. From a stray field perspective the situation of the first
and last element to switch is the same with opposing sign,
hence, a symmetric distribution of H, centered at zero, as
observed in the FORC measurement, is in agreement with this
microscopic behavior.

Unfortunately, reproduction of the magnetization reversal
process in micromagnetic simulation is difficult to achieve,
because it requires careful balancing of the exchange stiffness
and the saturation magnetization to allow the dipolar inter-
action to overcome the exchange interaction and to enforce
two domain walls in the constriction between to antidots.
Moreover, defects in the magnetization were introduced in
the simulations to cope with the numerically difficult and
time consuming reversal processes. Furthermore, simulation
of the statistically distributed switchings of nodes and bridges
requires the investigation of a large antidot lattice with
small field steps, which is computationally prohibitive. While
important features like the formation of two domain walls in
one bridge and the stabilization of these small domains against
external fields were confirmed in micromagnetic simulations,
perfect reproduction of the full magnetization reversal process
was not achieved.

It can be concluded that for this antidot lattice geometry the
magnetization reversal mechanism is dominated by stray field
interaction between neighboring structure elements that switch
individually. The stray field interaction can overcome the
exchange energy needed for domain wall formation, because
the bridges are very narrow and allow equally short domain
walls.

B. Antidot lattices with small holes

The FORC diagram for a hexagonal antidot lattice with
small hole diameter (antidot spacing a = 210 nm and diameter
d = 80 nm) is shown in Fig. 7 with the major hysteresis loop
shown as inset. There is a fundamental difference between the
present FORC diagram and that obtained for large antidot

PHYSICAL REVIEW B 93, 104421 (2016)
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FIG. 7. FORC density of a hexagonal antidot lattice (antidot
spacing a = 210 nm and diameter d = 80 nm) in a 29 nm thin GdFe
film. The major hysteresis loop is shown as inset.

diameters (cf. Sec. Il A and Fig. 3), already hinting at a
different microscopic magnetization reversal mechanism. In
contrast to the geometry with large holes, there is only a narrow
distribution of interaction fields H,. However, there is a broad
distribution of coercive fields H. starting at 10 mT and leading
up to 25 mT. While the lowest field value of the H, distribution
coincides with the coercive field of the native GdFe film,
the H, distribution indicates irreversible processes extending
up to fields more than doubled as compared to unpatterned
samples. This indicates that for this antidot lattice geometry
the nanostructuring results in a significant increase of the
overall coercive field. Unlike for large holes, here, there is no
significant negative interaction field that results in irreversible
processes occurring at lower fields than H,, thus, the slight
reduction in remanence compared to the uniform film can be
attributed to reversible magnetization rotation.

To reveal the origin of this coercive enhancement SXM
imaging with XMCD contrast has been employed and a
selection of magnetic field steps are shown in Fig. 8. Like the
FORC diagram, the SXM measurements indicate a completely
different magnetization reversal behavior for the antidot lattice
geometry with small holes in comparison with the previously
discussed geometry with large holes. First, domains appear to
nucleate [Fig. 8(b)] at locations which, due to antidot lattice
defects, locally resemble an unpatterned film. In contrast to the
previously discussed geometry all magnetic domains are larger
than the antidot lattice unit cell, thus, bridges and nodes do not
switch individually. However, the domain walls are located at
the constrictions between two holes to reduce the domain wall
length and the associated exchange energy in this geometry as
well. Subsequently, the domain walls propagate [Figs. 8(c)—
8(e)] in an increasing magnetic field. During propagation the
domain walls get pinned, depinned, and repinned at different
positions in the antidot lattice. The pinning strength between
different holes depends on the length of the domain wall at
this position that is determined by the spacing between the
two adjacent holes [20]. As nanosphere lithography results in
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FIG. 8. SXM measurement series of a hexagonal antidot lattice (spacing a = 210 nm and diameter d = 80 nm) in a 29 nm thin GdFe film.
Images at an external applied field of (a) —100 mT (negative saturation), (b) 0 mT, (c) 10 mT, (d) 20 mT (close to the coercive field), (¢) 30 mT,

and (f) 100 mT (positive saturation) are shown.

a somewhat broad distribution of hole diameters and spacings
[37], there is a corresponding distribution of the pinning
strength at these holes. In turn, this leads to the observed
distribution in coercive field H..
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This magnetization reversal mechanism for antidot lattices
with small hole diameter is further confirmed by micro-
magnetic simulation of a lattice with spacing a = 220 nm
and diameter d = 95 nm shown in Fig. 9. Qualitatively, the
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FIG. 9. Simulation of the magnetization reversal of a hexagonal antidot lattice (spacing a = 220 nm and diameter d = 95 nm) in a 28 nm
thin GdFe film. Images at an external applied field of (a) 0 mT, (b) 5 mT, (c) 12 mT, (d) 15 mT (close to the coercive field), (e) 17 mT, and (f)

25 mT (positive saturation) are shown.
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simulation is in excellent agreement with the experimental
images shown in Fig. 8. At low fields domains nucleate
[Fig. 9(b)] and, subsequently, the domain walls propagate
[Figs. 9(c)-9(e)] through the antidot lattice. During the
propagation stage the domain walls get pinned, depinned,
and repinned, and the magnetization reversal occurs by the
same mechanism as in the experiment. However, the field
range for the domain wall propagation stage is much smaller
than in the experiment, because the antidot lattice order is
lower and the distribution of antidot spacings is much broader
in real samples. Indeed, experimentally a much narrower
distribution of coercive fields is observed for antidot lattices
with improved order (not shown here). Additionally, the
micromagnetic simulations also reproduce the fact that domain
walls are always spanning the constriction between two holes
to decrease domain wall length.

For the antidot lattice geometry with small holes and,
thus, wider material bridges it can be summarized that the
magnetization reversal follows a domain wall nucleation and
propagation mechanism with the domain walls always being
located between two neighboring holes. This is similar to
the magnetization reversal mechanism observed for antidot
lattices in in-plane magnetized materials [15,17,19,21,24].
Here, the exchange interaction is the dominating influence,
enforcing a smaller number of larger domains.

IV. CONCLUSION

For soft-magnetic GdFe thin films with perpendicular
magnetic anisotropy hosting hexagonal antidot lattices we find
two regimes of magnetization reversal processes depending on
the geometric properties of the nanostructures. As it turns out,
the most relevant parameter is the material width between
two neighboring holes as this establishes the length of the
domain walls in the antidot lattices. The magnetization reversal
processes are either dominated by the exchange interaction or
the dipolar interaction, both of which can be tailored by tuning
the geometry of the antidot arrangement. In this way, different
aspects of the magnetic properties can be altered. Even after
nanopatterning both regimes are still influenced by the coercive
field of the native film. In the dipole dominated regime the co-
ercive field is preserved, and in the exchange dominated regime
it determines the lower limit of the switching field distribution.

For comparably wide bridges between the antidots and,
thus, longer domain walls, a magnetization reversal similar to
in-plane magnetized materials hosting antidot lattices is found.
Magnetization reversal is achieved by domain nucleation and
subsequent domain wall movement and pinning, depinning,
and repinning at a different site. The constrictions between
the antidots act as pinning centers and the distribution of
bridge widths is directly reflected in the distribution of coercive
fields. The driving mechanism in this case is the reduction
of the domain wall length when it is located between holes
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compared to the unpatterned material. Hence, this geometric
regime can be used to increase the coercive field of the system
in comparison with the as-prepared films.

However, the enhancement of the coercive field is limited
when further decreasing the bridge width. At some point
the domain walls get short enough for the gain in dipole
energy by stray field closure to be larger than the exchange
energy loss associated with the domain walls. In the regime
of very small bridge widths a single constriction between two
antidots can hold two domain walls. The bridges and nodes can
then switch independently during magnetization reversal and
the magnetic domains may become smaller than the antidot
lattice unit cell. Because there is abrupt individual switching
of local elements, there is no domain wall movement during
magnetization reversal that could be hindered by the antidots
as pinning centers. Thus, the coercive field returns to the value
of the unpatterned material in the dipole dominated regime.
Due to individual switching of bridges and nodes there is a
broad variety of local stray field landscapes that can either
lead to stabilization or destabilization of the magnetization
state of an individual element. This results in the reduction
of the remanent magnetization, the increase of the saturation
field, and a broad switching field distribution due to a broad
interaction field distribution. Although there is no coercivity
enhancement, the stray field closure can stabilize very small
domains in a wide range of external magnetic fields. This could
be the basis for the realization of a bit patterned media.

The FORC measurements allowed us to distinguish the
origin of the switching field distributions and indicate different
microscopic magnetization reversal processes without the need
for high lateral resolution that would not have been possible
from the major hysteresis loops alone. For the exchange dom-
inated regime a coercive field distribution, and for the dipole
dominated regime an interaction field distribution is found and
confirmed by SXM imaging. Hence, nanostructures in a soft-
magnetic thin film with perpendicular magnetic anisotropy are
a model case where FORC measurements reliably quantify
the microscopic interactions and the FORC distributions are
directly interpretable. However, the microscopic origin of
these interactions and the actual reversal mechanism could
not be elucidated without spatially resolving measurements.
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