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Atomic transitions and the first ionization potential of promethium determined by laser spectroscopy
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The atomic spectrum of neutral promethium has been studied extensively by laser resonance ionization
spectroscopy. We report on more than 1000 atomic transitions in the blue and near infrared spectral ranges, most
of them between high excited energy levels. As Rydberg convergences could not be assigned unambiguously
in the dense spectrum at high excitation energies, the first ionization potential (IP) was determined via field
ionization of weakly bound states within a static electric field. By applying the saddle-point model, a value of
IPpmy = 45020.8(3) cm™! [5.58188(4)eV] was derived, which confirms previous expectations of 45027(80)
and 44 985(140) cm~!, which were obtained indirectly from lanthanide IP systematics.
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I. INTRODUCTION

The year 2019 has been declared the International Year
of the Periodic Table of Chemical Elements for the 150th
anniversary of Mendeleev’s discovery, which today comprises
118 elements. While most stable species are studied thor-
oughly, for a number of elements, which either have no
stable isotopes or are produced only artificially, still today
fundamental atomic properties have not been determined with
satisfying precision or are entirely missing. These deficits also
include the ionization potential (IP), i.e., the energy required
to remove one electron from the neutral atom. In this sense we
aim to shed light on the promethium case (Pm, Z = 61), which
is the only exclusively radioactive lanthanide element. The
longest-lived isotope of this element is '**Pm with a 17.7-yr
half-life; however, the more commonly used isotope in the few
practical applications of this element is '4’Pm with a half-life
of 2.6 yr. "¥'Pm is used in nuclear batteries [1], e.g., for space
missions and as a 8 source for thickness gauges [2]. '**Pm
(T1/» = 40.55) in a so-called 1428m/*2Pm in vivo generator
had been used for preclinical positron emission tomography at
a Geneva hospital [3]. 149pm (T2 = 2.2 days) is a promising
radiolanthanide for receptor-targeted radiotherapy [4] due to
its emission of medium-energy g rays and only a few disturb-
ing gamma rays. It can be produced via neutron activation in
non-carrier-added form [5,6].
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First spectroscopy studies of promethium were performed
with milligram samples of '4’Pm, corresponding to an activity
in the terabecquerel range. These measurements revealed
numerous resonance lines in the spectra of neutral (Pm I)
and singly charged (Pm II) promethium [7,8], as well as
hyperfine splittings of '4’Pm [9]. The most comprehensive
works on Pm I energy levels and transitions to date are [7,10],
which also account for the major part in spectroscopic data
compilations, such as [11,12]. However, one should note that
only well-assigned atomic transitions from the low-lying °H°
and SF° fine-structure multiplets with excitation energies of
E < 10000 cm™'!' are given in literature, leaving almost
the upper half of the spectrum unexplored. Moreover, the
first ionization potential of Pm has never been determined
experimentally. Worden et al. [13] and Wendt et al. [14] report
values of 45027(80) cm™! and 44 985(140) cm™!, respec-
tively. Both of these results were obtained from a systematic
interpolation of the IPs of all lanthanide elements. A direct
measurement could confirm the underlying assumption of a
linear trend in the IPs of lanthanide atoms above and below
the half-filling of the 4f shell. Considering that the IP has
recently been measured up to Z = 103 [15,16], it is even more
remarkable that this fundamental property of Pm remains
unknown. Figure 1 gives an overview of the present situation
regarding the experimental uncertainties in the first ionization
potential across the Periodic Table. With the exception of
the transactinide elements, Pm marks the last gap where no
experimental result is listed. Apart from the high specific
radioactivity of Pm isotopes, this is a consequence of the

'As commonly used in spectroscopy, we give energies (and IP
values) in units of ¢cm~!, which can be converted to actual energy
values by multiplication with hc. Here 1 cm™! corresponds to 1.24 x
107*eV.
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FIG. 1. Periodic Table of Chemical Elements with a color coded display of the experimental uncertainty in the value of the first ionization
potential for each element. In the case of Pm the upper half of the tile corresponds to the achieved precision in this work. A complete list of all
values, uncertainties, and corresponding references is given in the Supplemental Material [17].

complex atomic spectra of midshell elements, most notably
in the lanthanide and actinide series with an additional open
f subshell. Usually the analysis of Rydberg series allows
a determination of the ionization potential with a precision
in the range of 1073 eV, as demonstrated for a number of
radioactive elements, e.g., Tc [18], Ac [19], Po [20,21], At
[22], or No [23]. However, the identification of Rydberg states
becomes increasingly difficult with the occurrence of strong
configuration mixing in complex atomic systems, up to a
point where an unambiguous level assignment is not possible
anymore. The spectrum may even exhibit chaotic behavior,
as recently observed in Pa [24,25]. In this work we apply a
complementary approach for the IP determination, based on
dc electric field ionization of highly excited levels, which even
benefits from high level density. The method was utilized by
Kohler et al. [26] and Erdmann et al. [27] for the measurement
of IPs of several actinide elements. We refined this approach
for applicability at even lower counting statistics without a
loss in precision.

II. EXPERIMENTAL SETUP

Our experiment is based on resonance ionization spec-
troscopy (RIS), which offers an excellent sensitivity for the
investigation of minuscule sample amounts. The method relies
on a stepwise photoionization process by pulsed laser radia-
tion, providing an inherent elemental selectivity together with
usually high efficiency.

For our measurements we used a sample of approximately
6 x 10'3 atoms of '*”Pm (corresponding to 15 ng or 500 kBq).
It was produced in the high-flux reactor at ILL Grenoble
by neutron activation of highly '**Nd-enriched neodymium.
The produced '*’Nd decays with a half-life of 11 days to
147Pm. The irradiated sample was dissolved in 7M HNO; and
underwent chemical purification via ion exchange chromatog-
raphy at PSI Villigen in order to remove the macroscopic
Nd component, as described in Ref. [28]. Part of this batch

was repurified from the '¥’Sm decay product using extraction
chromatography. The purified '*”Pm solution was shipped to
Mainz University for the spectroscopy measurements. The
experimental apparatus is shown in Fig. 2. The principle
of RIS is implemented with a hot cavity laser ion source
coupled to a compact quadrupole mass spectrometer. The Pm
solution is heated and crystallized on a 3 x 3 mm? titanium
carrier foil (also serving as a reduction agent), which is then
folded and introduced into a tubular graphite furnace with
37 mm length and 2.2 mm inner diameter. The furnace can
be heated resistively with a current of up to 100 A. At a
temperature of approximately 850°C the Pm is atomized
[according to chemical equilibrium simulation (Outotec HSC
Chemistry)] and irradiated by pulsed laser light. Laser-ionized
species are extracted and accelerated by a set of three ex-
traction electrodes (U;, U, and U3). The ion beam is guided
through a 90° electrostatic quadrupole deflector to remove
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FIG. 2. Sketch of the atomic beam mass spectrometer with ion
flight path (yellow) and laser beams in anticollinear (solid red and
solid blue) and perpendicular crossed-beam (dashed red) geometry.
The latter offers a spatially-well-defined laser-atom interaction re-
gion inside a homogeneous electric field between U, and U,.
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FIG. 3. Overview of investigated excitation schemes in Pm 1. The
respective scanning excitation step is indicated by a series of arrows.
The notation for every scheme is given on top. The letters A, B, and
C below define the schemes in a more general sense, referring to the
respective first excitation step. The level energies for the first excited
states are taken from the NIST database [11].

unspecific neutral background components and directed into
an rf quadrupole mass filter. Singly charged ions of the desired
mass are finally detected with a channel electron multiplier in
single-ion-counting mode.

In standard operation all lasers are guided along the ion
beam axis, ionizing the sample directly within the atomizer
cavity. The alternative, transversal ionization geometry is
discussed in Sec. IV. The laser system consists of three pulsed
Ti:sapphire lasers. Each laser is pumped with 13-18 W of a
10-kHz repetition rate Nd:YAG laser at 532 nm (Photonics
Industries DM100-532). Under optimal conditions the av-
erage fundamental output of each Ti:sapphire laser reaches
up to 5 W, with a pulse length of 40-60 ns and a spectral
linewidth of 5-8 GHz so that all Doppler classes within the hot
atomic vapor are addressed. This type of laser system is also
in operation at the majority of on-line radioactive ion beam
facilities worldwide (for details see [29,30]). In our setup
we extend the fundamental tuning range of 680-960 nm by
second harmonic generation in an external beta barium borate
(BBO) single-pass assembly with a conversion efficiency of
approximately 10%. Wide-range scans are performed with
a dedicated spectroscopy Ti:sapphire laser. It is based on a
diffraction grating for frequency selection, allowing mode-
hop-free scanning operation by angle tuning of the grating.
This laser type has an output power of approximately 2 W
and a spectral linewidth of 2-5 GHz. A similar laser design
is described in [31]. Scanning of the second harmonic is per-
formed by manual phase-matching adjustment via the BBO
tilting angle, while spatial beam walk-off is compensated with
a system of position sensitive detectors and motorized mirrors
(TEM Aligna Beamlock 2D). The fundamental frequency of
each laser is monitored with a wavelength meter during all
measurements (High Finesse WS6-600).

III. BROADBAND LASER SPECTROSCOPY

Several optical excitation ladders were investigated in or-
der to probe the spectrum of Pm I and for the development
of resonance ionization schemes. An overview of all schemes
is given in Fig. 3, where a series of arrows indicates the
scanned excitation step. In the following these schemes are
abbreviated with the notation given on top in Fig. 3. Initially,

a search for first excited states (scheme FES) was performed
by scanning one laser from 408 to 473 nm, along with a
second laser at a fixed wavelength for nonresonant ionization
from excited states. The spectrum contains 196 lines. In an
independent scan with a sample of natural Sm we could
identify 43 of those lines as parasitic resonances from the
isobaric *7Sm daughter nuclide of 147pm, which cannot be
separated in our mass filter. Most of the recorded Pm lines
can be found in [10]. Our data show a systematic deviation
of AVpy, = (=0.12) 5y (4)star cm~! from Pm literature values
(the statistical error is inferred from the standard deviation).
In the case of the observed Sm lines this deviation is AVgy, =
(—0.11)gys (4)stat cm™! when comparing our results to energies
given in the NIST database [11]. This systematic shift is
well understood and arises from an imperfect synchronization
in the data acquisition process, depending on the laser scan
speed. In independent scans of the ground-state transitions
in schemes B and C we could perfectly reproduce the liter-
ature values. Therefore, a correction of the shifts mentioned
above was applied to the recorded data. In the Supplemental
Material [17] we list the 32 previously unknown transitions.
We refrain from giving associated energy levels in this case,
as we cannot clearly determine the lower level energy. This
is due to a thermal population of low-energy states, thus
observed lines are not necessarily ground-state transitions.
In fact, when comparing our spectrum with literature data,
we find that the whole *H® multiplet of altogether six levels
with 5/2 < J < 15/2 is considerably populated in the hot
atomizer. At an average operating temperature of 1200 °C,
the relative 6H§ , ground state population is at approximately
55%. However, one should note that this state maintains
leading percentage in the ensemble even at high temperatures
of 2000 °C, making it the initial state of choice for efficient
photoionization. As first excited states we chose the three
odd-parity levels at 21 143.06, 21 348.22, and 22 080.08 cm™!
for further investigation, because there are strong ground-state
transitions leading to these levels. Moreover, these transitions
fulfill the condition 27 < IP, preventing a one-color, two-
photon ionization process which would induce background in
further spectroscopy measurements.

Second excitation steps (schemes SES,, SESg, and SES()
were measured in the same manner, i.e., with the first ex-
citation step fixed on the respective resonance and with the
addition of a third, nonresonant step. We recorded 157 lines
and 126 associated even-parity energy levels. Possible val-
ues for the total angular momentum are constrained by the
selection rule AJ = 0, £1 for dipole transitions and may be
further restricted whenever a state is visible in more than
one excitation scheme. In the case of the excited state at
33352.15 cm™! the total angular momentum was determined
as J = 7/2 by a measurement of the hyperfine structure of
the 22 080.08 cm™' — 33352.15 cm™! transition. Details on
these measurements are beyond the scope of the present work.

Some first and second step transitions were also analyzed
with respect to their saturation behavior. Figure 4 shows the
laser power influence on the line shape and the ion signal
in excitation scheme C2. In the region of strong saturation
the ion signal is almost independent of the laser power and
the line profile is significantly broadened. The saturation
power Py is defined as the laser power where half of the
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TABLE I. Saturation powers P, for several investigated transi-
tions with lower energy level E; and upper level E,.
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FIG. 4. Shown on the left are line profiles of the first step
(bottom) and second step (top) transitions in excitation scheme C2
for different laser powers. Ion counts are normalized in order to
emphasize the saturation broadening. Shown on the right is the laser
power dependence of the ion signal.

maximum ion signal is reached. The saturation curve fit for
the determination of Py, and the broadened line shape are
discussed in detail in [32]. All saturation power measurements
are summarized in Table I. For reasons of time, only a limited
number of transitions could be investigated; however, it is
clear that all these transitions can be easily saturated with the
available laser power, which is favorable with regard to the
ionization efficiency.

Finally, ionizing transitions were measured in the excita-
tion schemes B0, B1, B2, C1, and C2. The high level density
is similar in all spectra and only slightly varies with the signal-
to-background ratio in the different scans. A sample spectrum
from excitation scheme C2 is shown in Fig. 5, containing 342
lines in a range of approximately 800 cm~!. An increase in
the overall ion signal can be observed in the regions of the
expected IP [13,14], which suggests that the linear trend in
lanthanide IPs is indeed accurate. However, a more precise IP
value may not be readily determined from these spectra. The
nonresonant photoionization threshold is obscured due to the
high level density and Rydberg states converging to the "HY

104

1.0 - /JJ»,
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0.5 | K 33352%5cm‘1 A 0 21143.06 3(1)
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C2 22080.08 33352.15 200(40)

ionic ground state may not be assigned unambiguously. Low-
lying excited states in Pm 11 from the NIST databse [11] were
also considered as Rydberg-series limits, most importantly
the "HY state at 446.45 cm™!, representing the state in Pm
11 with the lowest excitation energy. In this case too, no clear
assignment could be made, rendering the method of Rydberg
convergences inapplicable. On the other hand, many strong
autoionizing transitions can be observed, which may serve as
final excitation steps for efficient photoionization of Pm, e.g.,
for high-resolution spectroscopy on the nuclear structure in
the Pm isotopic chain.

All recorded transitions and energy levels are listed in the
Supplemental Material [17]. We included a data table for each
excitation scheme, where all lines are listed by wavelength
in descending order. The uncertainties are stated in the ta-
ble captions. The above-mentioned systematic deviation in
the measured ground-state transitions was eliminated in the
spectra of the second excitation steps by performing scans
in both directions. For the ionizing transitions, comparatively
slow scanning speeds were chosen, so the systematic effect is
estimated to be well below the statistical uncertainty.

Associated energy levels for the transitions are given when-
ever possible. We also inferred line intensities from the ion
count rate on resonance. However, these should be considered
as rough guidelines, as intensities in RIS are prone to interfer-
ence from all involved excitation lasers. In the schemes SES,,
SESg, and SES¢, where we use an arbitrary-wavelength third
step for ionization, this is particularly striking because the
third step may be resonant to an autoionizing transition. In
order to counteract this to some extent we repeated each scan
in these schemes with a different ionization laser wavelength
for a more reliable estimation of the transition intensity. In the
data tables we state the mean value of both intensities. The
second part of the Supplemental Material comprises excited
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FIG. 5. Spectrum obtained from scanning the third excitation step in scheme C2. The literature values of the first ionization potential of
44985(140) cm™! [14] and 45027(80) cm™! [13] are shown by the orange dashed and green dash-dotted vertical lines, respectively. The
shaded regions indicate the uncertainty. The ion counts are linearly scaled with respect to the laser power in the final excitation step (which

varies between 0.5 and 1.3 W over the scan range).
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levels, sorted by energy in ascending order. The level energies
were derived from the recorded transitions according to the
rules stated in [24]. As discussed above, possible values for
the total angular momentum J are included in the data tables.

IV. IONIZATION POTENTIAL

Our approach for the IP measurement is based on a dc
electric field ionization of highly excited states. The under-
lying concepts, namely, tunneling of the electron through the
potential barrier along the electric field axis and the classical
view of the so-called saddle-point model, are discussed and
compared in detail by Littman er al. [33]. With increasing
field strengths tunneling leads to an exponential increase of
ionization rates of excited atoms and is most notably observed
through a gradual broadening of Stark sublevels into a con-
tinuum. Saddle-point ionization, on the other hand, manifests
as a sharp increase of ionization rates at excitation energies
greater than the saddle-point of the effective Coulomb poten-
tial, which can be written as

Zeffe 3F

W,=1IP—-2 ,
dmeg

e))

with the effective charge of the atomic core Z.¢ and the exter-
nal electric field F'. A precise measurement of several electric
field ionization thresholds allows an extrapolation to zero-
field strength, thus yielding the ionization potential. From the
experimental point of view, tunneling can be neglected in this
case, as ionization rates are very small at moderate electric
fields and do not significantly influence the sharp saddle-point
threshold. After inserting values for the constants, this law
simplifies to Wy = IP — 6.12 (V cm)’l/Z\/I7 (assuming Z.g =
1 for high excited states). At this point one should note that
Eq. (1) requires a modification in the form of additional terms
proportional to |mp|F3/* + 2m?.F (note that the subscript F
does not denote the electric field, but the total angular mo-
mentum) for states with nonzero magnetic quantum numbers
[33,34]. A simple explanation is that energy which is stored
in angular momentum perpendicular to the axis of the electric
field cannot contribute to the escape of the electron over the
potential barrier. Consequently, states of high |mpg| require
significantly stronger electric fields for ionization. Gallagher
et al. observed this effect for Rydberg states in sodium [35].
In our experiment all laser beams are polarized perpendicular
the direction of the electric field, while the first excitation
step laser is also polarized perpendicular with respect to the
second and third excitation step lasers. We do not selectively
excite certain myp sublevels and thresholds are dominated by
the mr = 0 contribution.

For this experiment we operate the laser ion source slightly
differently than described in Sec. II. Instead of guiding all
lasers along to the ion beam axis, we cross the lasers between
the two flat electrodes U; and U,, as depicted in Fig. 2 by a
transversal laser beam. In this geometry laser ionization no
longer takes place inside the atomizer. Neutral Pm atoms ef-
fuse from the furnace and the laser-atom interaction region is
spatially well defined within a static electric field generated by
U, and U,. The electrodes are set 1 cm apart and have central
holes of 2 mm diameter. In order to suppress surface ionized

R |
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FIG. 6. Determination of ionization thresholds from scans of the
final laser excitation step in scheme C2. The upper trace shows the
full resonant in-source laser scan (red), the middle trace the in-source
laser scan with detuned second excitation step, revealing parasitic
resonanes (green); and the lower trace the laser ionization scans
with external electric field (blue). The ion count offset for each scan
is scaled with the corresponding electric field strength. The orange
dashed line illustrates the electric field ionization threshold, with the
shaded region indicating the uncertainty.

species from the furnace, U; is set on a positive voltage.
Because saddle-point ionization is very similar to the mech-
anism of autoionization, states above the threshold ionize
almost instantaneously and independently of the absolute field
strengths (in contrast to tunneling). As a consequence, ions
are generated with a relatively small spatial spread around
the laser-atom interaction region, which is advantageous in
terms of the ion beam energy spread. Nevertheless, as we tune
the electric field, the voltages on the extraction electrode Us
and the quadrupole deflector have to be adjusted in order to
guarantee optimal transmission through the apparatus.

Initially we recorded the highly excited spectrum by scan-
ning the wave number of the laser used in the final excitation
step in the presence of a constant electric field, similar to the
approach of Kohler et al. [26] and Erdmann et al. [27] in the
actinide series.

Figure 6 shows the results for laser scans with excitation
scheme C2 over a range of approximately 6 nm in the region
slightly below the expected ionization potential. The upper
trace shows the relevant region of the spectrum obtained
from ionization inside the atomizer furnace (see Fig. 5),
i.e., containing all resonances independent of the electric
field. The spectra from transversal laser-atom interaction in-
side the electric field are presented in the lower trace. For
the sake of clarity we added an offset proportional to the
electric field strength. In comparison to the full spectrum,
one can clearly observe that the spectra are subsequently
cut off towards lower excitation energies. Strong resonances
below the threshold (e.g., at approximately 44 930 cm~!) may
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FIG. 7. Electric field ionization threshold for the energy levels at (a) 44 989.3 cm™! and (b) 44 933.8 cm~'. The threshold corresponds to
the turning point of the sigmoid fit. The shaded region indicates the uncertainty.

remain visible, albeit strongly suppressed, due to nonresonant
photoionization or collisional ionization of the excited atoms.
One resonance slightly below 44 960 cm™' is hardly affected
by the electric field. Here the scanned third laser excites
the 22 080.08 cm™! — 33685.3 cm™! transition, followed by
nonresonant ionization (v; + v3 + v3). These parasitic reso-
nances can be identified by means of a scan with an off-
resonant second step, which in this case corresponds to excita-
tion scheme SESc. The relevant region of this scan is plotted
in the middle trace of Fig. 6. At this energy scale, all peaks in
this spectrum correspond to artifacts in scheme C2 and may
be ignored with regard to ionization thresholds.

Because no clear nonresonant ionization onset can be
observed, thresholds can only be constrained by the presence
or absence of resonances for given electric field strengths.
By comparing two data sets, we estimate the photoionization
threshold as the mean value of the energy of a peak which dis-
appeared and the next higher energy peak, with an error range
spanning to either side. Depending on the local spectral level
density, this leads to rather unprecise results, but nonetheless
allows a first direct IP determination. With Eq. (1) we derive?

W} =45020.2(6) cm™"' — 6.07(6) (Vem)~/2V/F.

The corresponding curve and error range are included in
Fig. 6. The extracted IP law meets the expectation of W,
6.12 (V cm)~'/2{/F; however, the achieved precision in the IP
value is not satisfactory due to the strong dependence on the
spectral level density. This can be improved by turning around
the measurement procedure: Instead of scanning the final laser
excitation step, we keep the laser on resonance and vary the
electric field strength. Naturally this method does not rely on a
nonresonant ionization onset and therefore counting statistics
benefit from the resonant ionization process. Energy levels can
be precisely assigned to electric field thresholds, determined
from a sharp increase in the ion count rate. However, the
improved precision comes at the cost of increased complexity
in the measurement process, since knowledge of the atomic
spectrum in the relevant range is a prerequisite for the appli-
cability of this method. Moreover, the scanning procedure is

2With W} we refer to thresholds obtained from scanning the photon
energy at a fixed electric field strength, whereas W' are fixed
energies used for scans of the electric field strength.

not trivial as the voltages U; and U, significantly influence the
ion beam transmission through the ion optics downstream. For
this reason we performed reference scans on the energy level
at 45005 cm™! (which is above threshold for all investigated
values of F) for relevant voltage sets. Ionization thresholds
were measured for 11 energy levels in the range from 44 930
to 44990 cm~! with electric fields between 25 and 205 V /cm.
All data sets were corrected for the ion beam transmission
loss with the corresponding reference scans. The resulting
saddle-point ionization thresholds for the highest and lowest
investigated level energies are presented in Figs. 7(a) and 7(b),
respectively. The data can be well described with a sigmoid
function

A

SU) = Ao+ TR

2
with an offset Ay, amplitude A; and turning point Fy. The
turning point can be identified as the electric field threshold
for the corresponding resonance. For F < Fy the high-energy
tail of the resonance is gradually ionized and for F > Fr
the low-energy tail, respectively. Consequently, for symmetric
line shapes Fr corresponds to an ionization rate of Ag + A;/2.
The obtained values Fr with the associated energies W, are
displayed in Fig. 8. A fit with Eq. (1) yields the IP law

W =45020.8(3) cm™ — 6.08(1) (Vem)™2VF.  (3)

The extracted value of IPpm) = 45020.8(3) cm~! is more
than one order of magnitude more precise than the one derived
from W/ thresholds. The line slopes in the W} and W[ 1P
laws are in perfect agreement with each other; however, at
higher precision we observe a significant deviation from the
expected value of 6.12 (V cm)~!/2. Moreover, one could argue
about a minor systematic trend in the fit residuals, which
are presented in the insets of Fig. 8. While this does not
necessarily require a modification to our fitting function (as
the data are still within a 1o range), it motivates a careful
consideration of possible systematic effects in our measure-
ments. Merkt er al. report similar deviations (i.e., lower than
expected slopes) for field ionization of Rydberg states in argon
[36], which become more significant towards lower electric
field strengths. They attribute this observation to electric field
inhomogeneities. For our setup we simulated electric fields
in the ion source region for each set of applied voltages, using
the IBSIMU C++ library [37]. The simulations yield a constant
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FIG. 8. Overview of all extracted ionization thresholds. The
open green circles are the photoionization thresholds obtained from
wavelength scans at a fixed electric field (see Fig. 6), whereas the
closed blue circles are obtained from the electric field scans at a
given level energy (see Fig. 7). The linear fit for the extraction of
the ionization potential (solid orange line) corresponds to the latter.
The insets display the deviation of the fitted curve to the data points
(labeled 1-11) with a magnification factor of 27.

shift of approximately —0.3% from the nominal field, i.e.,
(U, — Up) cm™!. This shift is already considered in the data
presented above. A displacement of the laser-atom interaction
region, e.g., through misalignment of the transversal laser,
would induce an additional field offset due to minor electric
field inhomogeneities. A shift towards the lower field region
would explain the observed deviation. Further effects can be
recognized in the threshold widths. We included the spectral
widths AW in Table II, which were calculated from widths
with respect to the electric field, using Eq. (3). The AW
widths are relatively constant except for the two highest field
thresholds. Three effects play a role in our observation. (i) The
finite size of the laser-atom interaction region within the field
gradient forces a lower limit on the width of field-induced
thresholds. (ii) A slightly off-resonant excitation laser will
cause a broadening and shift the threshold energy towards the
excitation energy. (iii) The Stark effect causes a level splitting
which broadens the thresholds at high fields. Possibly this
effect can be observed in the two highest field thresholds. We
expect the influence of the Stark effect to be somewhat limited
to the laser linewidth, since in our measurement we use fixed

TABLE II. Electric field ionization thresholds Fr for given ex-
citation energies W, with corresponding spectral threshold widths
AW.

W, (cm™!) Fr (V/cm) AW (cm™!)
44 989.29(9) 26.94(10) 0.6(2)
44988.46(9) 28.23(10) 0.5(2)
44987.40(9) 30.05(9) 0.4(1)
44 980.06(9) 44.68(12) 0.5(2)
44 970.55(9) 68.22(11) 0.4(1)
44962.31(9) 92.48(12) 0.4(1)
44 960.18(9) 99.24(15) 0.6(2)
44951.96(9) 128.85(12) 0.5(2)
44949.43(9) 138.06(17) 0.6(2)
44934.77(10) 199.92(14) 0.8(2)
44933.75(10) 204.03(13) 1.03)

wavelength lasers and have to consider a convolution of the
approximately Gaussian spectral laser profile and the Stark
manifold as excited states. From our data we do not find a
maximum width limit AW of the thresholds, which could be
associated with the laser linewidth (which is on the order of
10 GHz). We expect saturation effects from the high-power
pulsed excitation to extend this beyond the laser linewidth.

In addition to threshold broadening, the Stark effect may
also induce systematic shifts. In the case of a hydrogenic sys-
tem, blueshifted levels ionize at field strengths far beyond the
saddle point, as they are located on the high-energy side of the
potential [38]. Although this restriction is lifted in complex
atomic systems and blueshifted states may autoionize over the
underlying redshifted continuum, they require higher fields
than the classical saddle-point limit for ionization (for details
see [36] and references therein). This results in an offset
of field-induced thresholds towards higher fields strengths.
Note that states which show no splitting may also be affected
by a Stark shift, which is magnified by avoided crossings
of strongly interacting neighboring states [38]. A conclusive
analysis of these effects is hampered by the experimental
resolution in our setup and the lack of knowledge about the
configuration of the investigated states. However, as one aims
to push towards higher precision, all the aspects mentioned
above should be taken into account.

V. CONCLUSION

We have presented an extensive study in the spectrum of
neutral promethium. The data cover 126 odd energy levels,
546 even energy levels, and more than 1000 transitions, which
add to the knowledge about Pm atomic structure and provide
a considerable contribution to its atomic spectra database. The
data may give valuable input for the study of such phenomena
as quantum chaos in the exceptionally dense atomic spectrum,
as recently investigated in Pa [25].

We developed photoionization schemes for Pm, which
pave the way for efficient production of high-purity Pm ion
beams. Possible applications include, e.g., fundamental
nuclear physics research on the Pm isotopic chain or
isobar-free ultratrace analysis via resonance ionization
mass spectrometry.

The precisely measured value of the first ionization po-
tential serves as a valuable benchmark for ab initio atomic
physics and quantum chemistry calculations. Our findings
confirm the predictions of Worden et al. [13] and Wendt
et al. [14], which were assuming a linear trend in the ion-
ization potentials of light lanthanide elements below the
half-filling of the 4 f shell. Our measured value of IPpp,) =
45020.8(3) cm™! perfectly fits into this trend (which is tan-
tamount to the good agreement with the interpolation values).
The improved precision of a factor of 270 or 470 compared
to the previous estimates of Worden et al. and Wendt et al.,
respectively, could be achieved with the measurement of elec-
tric field ionization thresholds, which proves to be a powerful
method for the IP determination in complex spectra. The use
of narrow linewidth laser systems or dedicated field ionization
ion sources, allowing for stronger and more homogeneous
fields, could push the precision even further. In this case
systematic influences from the Stark effect must be analyzed
and considered carefully.
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