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Tin resonance-ionization schemes for atomic- and nuclear-structure studies
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This paper presents high-precision spectroscopic measurements of atomic tin using five different resonance-
ionization schemes performed with the collinear resonance-ionization spectroscopy technique. Isotope shifts
were measured for the stable tin isotopes from the 5s25p2 3P0,1,2 and 1S0 to the 5s25p6s 1P1,

3P1,2 and
5s25p7s 1P1 atomic levels. The magnetic dipole hyperfine constants Ahf have been extracted for six atomic
levels with electron angular momentum J > 0 from the hyperfine structures of nuclear spin I = 1/2 tin
isotopes, 115,117,119Sn. State-of-the-art atomic calculations using a relativistic Fock-space coupled-cluster method
and the configuration interaction approach combined with many-body perturbation theory allow accurate and
reliable calculations of both field- and mass-shift factors for the studied transitions, in addition to the hyperfine
magnetic fields and electric-field gradients of the atomic levels. The excellent agreement with the experimental
results highlights the accuracy of modern atomic theory and establishes an important foundation for precision
measurements of nuclear moments and charge radii of the most exotic isotopes of tin.

DOI: 10.1103/PhysRevA.102.052812

I. INTRODUCTION

Atomic and ionic spectral lines are observed to shift be-
tween different isotopes of the same element. The isotope
shift can be extracted using various optical methods, even for
short-lived radioactive isotopes [1]. Precision measurements
of isotope shifts, which are usually smaller than 1 part in 106

of the absolute transition frequency, provide insight into the
electron-nucleus interaction and allow systematic studies of
changes in nuclear charge radii [2,3] or probing of fundamen-
tal interactions [4–6]. This requires an accurate understanding
of the atomic field- and mass-shift factors for decoupling
the atomic-physics contribution [7,8]. Furthermore, the elec-
tronic fine-structure levels split into sublevels known as the
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hyperfine structure (HFS) for atoms containing nuclei with
nonzero spin. This splitting can be attributed to the presence
of nonzero nuclear electromagnetic moments and depends on
the hyperfine magnetic field and, for spin greater than 1/2, on
the electric-field gradient (EFG) generated by the electrons.

Until recently, field and mass shifts, hyperfine magnetic
fields, and EFGs remained difficult to calculate with high
accuracy for multielectron systems [7,9,10]. To calculate
these properties, a sophisticated treatment of electron corre-
lations and relativistic effects is required. Measurements of
HFS constants of multielectron systems can, therefore, be of
great value for validating modern electronic structure methods
[11–14]. Furthermore, nuclear moments and charge radii, reg-
ularly extracted from the HFS and isotope shift measurements
of stable and radioactive isotopes, are valuable for studies of
nuclear structure [1–3,15–17]. Longstanding questions on the
evolution of these nuclear structure observables towards the
limits of existence test our description of the nuclear many-
body problem.

Tin, having a closed shell for protons within the nuclear
shell model (Z = 50), has the largest number of stable iso-
topes of all known elements, featuring seven even-mass spin-0
isotopes 112,114,116,118,120,122,124Sn, and three spin-1/2 isotopes
115,117,119Sn. For this reason, the tin isotopic chain provides
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an excellent case for investigating the influence of nuclear
charge radii and nuclear magnetic dipole moments on the
hyperfine structure of different atomic states. Moreover, tin
is of particular interest for nuclear structure studies, as it
is the heaviest known element containing two isotopes with
both closed neutron and proton shells: the neutron-deficient
100Sn and the neutron-rich 132Sn [18–21]. Significant efforts
have been made to perform laser spectroscopy across the tin
chain reaching from 134Sn down to 108Sn [20,22–25]. Further
laser-spectroscopy measurements are planned, both at existing
facilities and in new laboratories currently under construction
[26–28]. All proposed experimental methods aim to achieve
high signal-detection efficiency and low background, a re-
quirement to allow the study of exotic isotopes with low
production rates when approaching 100Sn. For example, at
the ISOLDE radioactive beam facility of CERN, 101Sn with
a half-life of only 1.9(3) s [29] is predicted to be produced
at a rate of less than one ion per second. A campaign for
studying the neutron-deficient tin isotopes is ongoing at the
Collinear Resonance Ionization Spectroscopy (CRIS) exper-
iment at ISOLDE [26]. Other high-precision and sensitive
laser-ionization-spectroscopy techniques are being developed,
such as the perpendicularly illuminated laser ion source
and trap (PI-LIST) method [30] and the in-gas-jet laser-
spectroscopy method [31]. All these methods share a common
need for well-understood laser-ionization schemes. These
schemes have to be optimized specifically for the element of
interest, with optimal sensitivity to the nuclear observables.

In this work, several laser-ionization schemes are evalu-
ated, through measurements of isotope shifts and hyperfine-
structure constants of all stable tin isotopes. Since there are
no stable tin isotopes with nuclear spin greater than I =
1/2, there is no measurable electric quadrupole interaction
between the nucleus and the surrounding electrons. Calcu-
lations of the EFGs are therefore required to evaluate the
sensitivity of the atomic states to the spectroscopic nuclear
electric quadrupole moment. The state-of-the-art relativistic
Fock-space coupled-cluster (FSCC) approach was used for
calculating the EFGs, hyperfine magnetic fields, and field-
shift factors, while the configuration interaction approach with
many-body perturbation theory (CI+MBPT) was used to cal-
culate the mass-shift factors. The calculated atomic factors are
validated by the experimental data and other measurements
from the recent literature.

This paper is organized as follows. The CRIS technique
used to perform the measurements is described in Sec. II, from
the production of the ions of naturally abundant tin, to the
collinear resonance ionization and ion detection. A detailed
description of the laser setup used to generate the light re-
quired for laser ionization is further described, followed by
a description of the data collection procedure. In Sec. III,
the theoretical methods used in this work are introduced and
the procedures used for calculating the field- and mass-shift
factors, hyperfine magnetic fields, and EFGs are presented.
Section IV introduces the data handling and analysis strat-
egy that was followed to extract the atomic observables and
their corresponding uncertainties. The hyperfine Ahf constants
for all investigated atomic states in the odd-mass isotopes
115,117,119Sn are presented and compared with the literature,

as are the isotope shifts for all transitions employed in this
work. These results are discussed in Sec. V. In Sec. V A,
the calculated field- and mass-shift factors are compared
with experimental values deduced from a King-plot analy-
sis against mean-square nuclear charge radii evaluated from
a combined analysis of atomic spectroscopy, muonic x-ray,
and electron-scattering data. Then, using the calculated field-
and mass-shift factors, independent sets of root-mean-square
(rms) nuclear charge radii for all stable isotopes of tin are
deduced for two of the studied transitions and compared with
the literature. Both approaches show that reliable field- and
mass-shift factors are calculated. In Sec. V B, the hyperfine
magnetic fields extracted from the data are compared with
the theoretical predictions and experimental data from other
work. This is followed by Sec. V C, where the calculated
EFGs of the studied atomic levels are provided. The paper is
concluded with a summary in Sec. V D.

II. EXPERIMENTAL SETUP

A. Ion source and the CRIS beam line

The ion source and the CRIS beam line [2,32,33] at
ISOLDE-CERN are shown schematically in Fig. 1. A bunched
ion beam containing all stable isotopes of tin was generated by
laser ablation of a solid tin target (>99% purity). A 532 nm
Nd:YAG laser was used for the ablation, operating at 100 Hz
repetition rate and with approximately 30 mJ/pulse, focused
onto the tin target, with a spot diameter less than 1 mm.
The interaction with the laser pulse generated a plume of tin
ions which was extracted by a low electric field. A detailed
description of this unit is presented in Ref. [34]. The bunched
beam of tin ions was accelerated with a voltage selected be-
tween 20 and 30 kV. By electrostatically steering the beam
through a heated charge-exchange cell (CEC), which contains
sodium vapor at 230–250 ◦C, the beam was partially neutral-
ized. The fraction of neutral tin atoms within the beam varied
between 10 and 30%, depending on the vapor pressure of the
sodium. Different atomic states in Sn I were populated [35].
The partially neutralized beam leaving the CEC passed an
electric-field gradient of 5000 V/cm perpendicular to its path,
thereby removing ions and field-ionizing atoms neutralized
into high-lying Rydberg states, before entering a differential
pumping region held at a pressure of 5 × 10−9 mbar. Residual
ions collisionally ionized in the differential pumping region
were removed from the beam after passing an electric field
of 1000 V/cm before entering the interaction region, which is
kept at an ultrahigh vacuum of 5 × 10−10 mbar. Within the in-
teraction region, each atom bunch was collinearly overlapped
in space and synchronized in time with a series of laser pulses:
first, a tunable high-resolution pulse which, when in resonance
with the chosen atomic transition, excited the atomic electrons
to a higher-lying atomic state. For the three-step ionization
schemes, a second laser pulse resonantly excited the atoms
into an even higher-lying state, before a third high-power laser
pulse nonresonantly ionized the excited atoms. Performing
this resonance-ionization process in flight reduces the Doppler
broadening by a factor of 103, often reaching the magnitude of
the intrinsic width of the atomic transition [36]. Ions present
in the bunch were then electrostatically deflected and counted
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FIG. 1. Schematic overview of the CRIS beam line and the laser ablation ion source. The ions, indicated in red, are extracted from the
solid tin target, accelerated, and steered through a charge-exchange cell. Here, the ions neutralize; only the atoms, indicated in blue, pass the
high-field Rydberg suppression plates and the ion deflector before entering the interaction region. In the interaction region, laser pulses are
collinearly overlapped with the atomic bunch in both time and space, resulting in stepwise excitation and ionization of the atoms when on
resonance. The ions are separated from the remaining background atoms and detected with an ETP MagneTOF ion detector.

using an ETP DM291 MagneTOF detector. Any remaining
atoms do not reach the detector, resulting in a low detected
background signal.

B. Lasers

The tested laser-ionization schemes are shown in Fig. 2.
The first laser step for all indicated ionization schemes was
scanned in frequency in order to measure the hyperfine
structures and isotope shifts. The narrowband laser pulses,
required to resolve these effects, were generated from an
injection-locked Ti:sapphire laser system [37] seeded with
continuous-wave light produced by either an M-Squared Sol-
sTiS or a Sirah Matisse Ti:sapphire laser system. This seeded
laser is pumped using a Q-switched Nd:YAG laser (Lee Laser
LDP-100MQG) at 1 kHz. In order to reach 266–286 nm, a
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IP=59 232.69 cm-1

FIG. 2. Tin ionization schemes studied in this work. Lifetimes
are taken from Ref. [39] and level energies from Ref. [41].

sum-harmonic generation unit, using two nonlinear crystals,
i.e., bismuth borate (BIBO) and beta barium borate (BBO)
crystals, was used. This provided laser pulses with a linewidth
of the order of 60 MHz, a pulse length of 50(10) ns, and
energy of 30–150 nJ/pulse. The laser frequency of the seed
light was scanned at a rate below 5 MHz/s over the frequency
region containing all stable tin isotopes and was continuously
measured using a WSU-2 HighFinesse wave meter. This wave
meter also recorded a reference wavelength from a stabi-
lized laser diode (Toptica DLC DL PRO 780) locked to the
Doppler-free hyperfine transition 5S1/2(F = 2) − 5P3/2(F ′ =
3) of 87Rb (TEM CoSy). This was used to correct for drifts
in the wave-meter readout over the course of the experiment
[38]. In most cases, a second resonant step was used with
a wavelength of 605–617 nm, a pulse energy of 50–200
μJ/pulse, and a pulse length of 10(5) ns. This laser light
was produced with a SPECTRON SL4000 pulsed dye laser
system, using DCM dye dissolved in ethanol. This dye laser
was pumped using one of the 532 nm outputs from a dual-head
Nd:YAG laser (Litron LPY 601 50-100 PIV), Q-switched at
100 Hz repetition rate. The second independent head provided
pulsed laser light for laser ablation, thus defining the cycle
length of measurements as 10 ms. The last nonresonant step is
provided by a Nd:YAG laser (Litron TRLi 250-100) generat-
ing 50–100 mJ/pulse at 1064 nm with a pulse length of 10(5)
ns and a repetition rate of 100 Hz. The delay and synchro-
nization of all lasers was performed using a set of Quantum
Composers 9528 digital-delay pulse generators. Due to the
short half life of the first-excited states, which were all of
the order of a few nanoseconds [39], all lasers were over-
lapped with a delay of 30(20) ns between subsequent pulses.
Measurements of the full range of isotopes were repeated 2–3
times for each transition.

C. Data-collection procedure

The resonantly ionized ions were registered on an event-
by-event basis, with sub-ns timing resolution for time-of-flight
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(TOF) determination from the pulsed laser-induced ablation
production process to detection with an ETP MagneTOF de-
tector, using a ChronoLogic TimeTagger4-2G time-to-digital
card [40]. The frequency measurements of the first and second
resonance steps including the reference diode were recorded
every 10 ms in sync with the laser atom beam overlap. A
time stamp for each measurement allowed the merging of
frequency, TOF, and ion events which was binned with respect
to frequency for generating a spectrum.

III. ATOMIC THEORY

A. Field-shift and HFS parameter calculations

High-accuracy calculations of the properties of heavy
atoms require a high-quality treatment of relativistic and
electron correlation effects. Therefore, a state-of-the-art
relativistic Fock-space coupled-cluster approach and a com-
bination of the configuration interaction with the many-body
perturbation theory were employed for the investigation of
the HFS and isotope shift parameters. The multireference
relativistic FSCC method [42,43], employed in this work
for the calculation of the field shifts, EFGs, and the hyper-
fine magnetic field constants, is considered to be one of the
most powerful approaches for heavy many-electron systems.
Compared to single-reference methods, it has the distinct
advantage of being able to treat many excited states with
consistent quality. The calculations are carried out in the
framework of the Dirac-Coulomb Hamiltonian,

H0 =
∑

i

hD(i) + 1

2

∑
i �= j

1

ri j
, (1)

where hD is the Dirac one-particle Hamiltonian,

hD(i) = c αi · pi + c2(βi − 1) + VeN(i), (2)

and α and β are the Dirac matrices. The Coulomb potential
VeN(i) is the electron-nucleus interaction, with the nuclear
charge distribution modeled by a Gaussian function as de-
scribed in Ref. [44].

The FSCC method requires a closed-shell reference state
from which the ground state and the excited states can be
reached by adding or removing electrons. In the case of
neutral tin, which has an open-shell ground-state electron
configuration [Kr]4d105s25p2, the closed-shell Sn2+ system
([Kr]4d105s2) is used as the reference state and two elec-
trons are added to the orbitals that comprise the model space,
P. By including the 5p orbital in P, the 5p2 configurations
including the ground state of neutral tin are obtained. By al-
lowing the electrons to occupy higher virtual orbitals, further
excited states of interest can be included in the calculation.
A larger model space also increases the accuracy because of
the correlation contribution from the additional states. The
use of large model spaces can, however, cause convergence
difficulties due to the existence of close-lying states in the
virtual space that couple strongly to the model-space states.
The intermediate Hamiltonian (IH) approach [45] was applied
to avoid this problem. In this method, the model space is
divided into a main space Pm and an intermediate space Pi

and the problematic amplitudes between the Pi and the virtual
space are removed.

The field-shift factors Fλ are obtained by performing FSCC
calculations of the transition energies for several values of 〈r2〉
by modifying the exponent of the Gaussian function describ-
ing the nuclear charge distribution [44]. The derivative of the
energy with respect to 〈r2〉 then gives the field-shift factor for
each transition.

The finite field method [46] was used for the calculation
of the EFG (q) and the magnetic field at the core, A0, as
described in Refs. [11,47]. The desired property is added to
the Dirac-Coulomb Hamiltonian [Eq. (1)] as a perturbation
H ′ with strength λ,

H (λ) = H0 + λH ′. (3)

The total energy can then be expressed via the Taylor
expansion,

E (λ) = E0 + λ
dEλ

dλ

∣∣∣∣
λ=0

+ λ2

2

dEλ

dλ

∣∣∣∣
λ=0

+ · · · . (4)

For small enough values of λ, higher-order terms can be
ignored and the expectation value of H ′ can be obtained nu-
merically, according to the Hellmann-Feynman theorem, from
the first derivative of the energy with respect to λ,

dE (λ)

dλ

∣∣∣∣
λ=0

= 〈�|H ′|�〉. (5)

The size of λ was chosen from two considerations: the per-
turbation must be large enough to avoid numerical errors, but
small enough to stay in the linear regime where the higher-
order terms can be neglected. The derivative is calculated from
the two-point formula,

dEλ

dλ

∣∣∣∣
λ=0

≈ E (λ) − E (−λ)

2λ
. (6)

In the case of the EFG calculation, H ′ is the interac-
tion of the electric quadrupole moment Q with the EFG as
given in Ref. [48]. Similarly for the calculation of A0, the
magnetic hyperfine interaction is added as a perturbation;
further details can be found in Ref. [11]. By using the two-
point formula, any quadratic terms cancel out, resulting in
an error proportional to λ2, as shown in Ref. [11]. Two ver-
sions of the DIRAC program package [49] were employed.
The field-shift and EFG calculations were carried out using
DIRAC15 [50], while DIRAC17 was used for the A0 calculations
[51]. The calculations were performed using the exact two-
component Hamiltonian (X2C) [52]. This approach allows
a significant decrease in computational time and expense,
while reproducing very well the results obtained using the
full four-component dc Hamiltonian, as tested for a variety of
species and properties [53,54]. A comparison of the X2C and
full four-component results for a small basis set and model
space yielded differences of the order of 0.5%, thus justifying
the use of the former approximation. The Gaunt term was
included at the Dirac-Hartree-Fock step of the calculations
using a small basis set and model space for uncertainty esti-
mation purposes. It is part of the Breit interaction that corrects
the two-electron part of the Dirac-Coulomb Hamiltonian up to
the order of (Zα)2 [55].

An extensive investigation of the effect of various com-
putational parameters (basis set, model space, etc.) on the
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obtained results was carried out. The aim of this investigation
was twofold. On the one hand, it allows one to identify the
computational scheme where convergence of the obtained re-
sults is reached with respect to the various parameters, which
is used to provide the final recommended values. On the other
hand, this investigation is used to set uncertainties on our
predictions.

The final recommended results are obtained using
the relativistic core-valence 4-zeta basis set of Dyall
[56] (cv4z), augmented by four diffuse functions
in each symmetry in an even-tempered fashion. A
large model space was used, consisting of the 5p 6s
(5d 6p 7s 4 f 6d 7p 8s 5 f 7d 5g 8p 9s 6 f 8d 9p 6g 6h 7g 10p
10s 7 f ) orbitals, where the orbitals in parentheses are in
the intermediate space Pi. All the electrons were correlated
and virtual orbitals with energies up to 500 a.u. were
included in the calculation. For the calculation of Fλ, a
change in the radius 〈r2〉 of approximately 20% was used,
while the perturbation strength λ was 5 × 10−7 for the EFG
calculations and 10−4 for A0. The remaining sources of error
in these calculations are the basis-set incompleteness, neglect
of higher-order relativistic effects (i.e., the full Breit and the
QED corrections), and the residual correlation effects. The
basis-set associated uncertainty is comprised of three parts to
account for the basis-set quality, correlating functions, and
augmentation. Basis-set quality was evaluated by comparing
the results using a 3-zeta and the 4-zeta quality basis set.
The effect of correlating functions is included by comparing
the core-valence and all-electron basis-set results, while
augmentation effects are included by comparing the results
using a basis set augmented with three and with four diffuse
functions in each symmetry. This adds up to 2% for all
the values, except for the EFG and A0 of the 5p7s 1P1 and
5p6s 1P1 states with uncertainties of about 15% and about
8%, respectively, and 15% for the field-shift factor of the
5p2 1S0 to 5p7s 1P1 transition. It is assumed that the error
due to the incomplete treatment of the relativistic effects
is not larger than the difference between the X2C and the
four-component results, together with the Gaunt contribution.
It is about 1% for all states and transitions considered here.
The missing correlation effects are due to the limited size
of the correlation space and the finite size of the model
space. The error caused by the limited correlation space
is estimated by comparison of calculations with a virtual
space cutoff at 500 and 2000 a.u., which gives an uncertainty
of less than 0.1% for each property. The finite size of the
model space is taken into account by comparing calculations
that use a model space that differs by one orbital in each
symmetry, resulting in an uncertainty of 1% for all the states
except the highest one, where the effect is larger and of the
order of 10%. In the present calculations, excitations beyond
doubles are neglected. As triple and higher excitations cannot
presently be evaluated for these properties within the FSCC
framework, a rigorous scheme for estimating their size is not
available. However, these corrections are usually quite small
and are not expected to exceed about 3%, based on similar
HFS calculations in Ref. [11]. Combining the above sources
of error and assuming them to be independent, the total
conservative uncertainty estimate on the calculated values is
4% for all the states and transitions except for the EFG and

A0 of the 5p7s 1P1 state, for which it is 18%, and the 5p6s 1P1

state that has an uncertainty of 9%, and 15% for the field-shift
factor of the 5p2 1S0 to 5p7s 1P1 transition. The presented
uncertainties are dominated by the basis-set and correlation
effects.

B. Mass-shift calculations

To calculate the mass-shift factors, the combination of con-
figuration interaction and many-body perturbation theory was
used [57], implemented in the atomic structure code AMBIT

(see [58] and references therein for full method and imple-
mentation details). These calculations start with Dirac-Fock
equations to generate core orbitals and the V N−2 Dirac-Fock
potential (which includes the electrostatic potential of core
electrons from the closed-shell Sn2+ system). Valence and
virtual orbitals were generated by diagonalizing a set of B
splines over the Dirac-Fock operator [59].

A CI calculation was then performed including all single
and double excitations from the reference configurations (5p2,
5p 6s, 5p 7s, 5p 5d) up to 16spdf , which is close to saturation.
In the CI+MBPT method, the two-electron Slater integrals are
modified to include core-valence correlations to second order
in the residual Coulomb interaction (formulas may be found
in [60]). The MBPT basis includes all virtual orbitals up to
30spdf g.

Despite making only a small contribution to the energy,
configurations formed from excitations of the 5s2 “core”
shell are found to have a large impact on the specific mass
shift. Therefore, the 5s2 shell was removed from the MBPT
expansion and included as a hole shell in the particle-hole
CI+MBPT formalism [61]. Three-body MBPT diagrams [62]
were included for any matrix elements involving the reference
configurations listed above or the important 5s 5p3 configura-
tion.

To calculate the relativistic mass shift, the finite field
approximation was used with the relativistic formulation
[63–65]

H ′
MS = 1

2M

∑
i, j

{
pi · p j − Zα

ri

[
αi + (αi · ri )ri

r2
i

]
· p j

}
. (7)

The mass shift can be separated into one-body and two-
body operators, known as normal mass shift (NMS) and
specific mass shift (SMS), respectively. In the Hamiltonian
above, the normal mass shift is represented by terms with
i = j and the specific mass shift is given by terms i �= j. The
coefficient kMS is defined from the expectation value of H ′

MS
using the finite field method [Eq. (5)].

To estimate the uncertainties, the calculation is repeated
using a four-valence-electron approximation. While this is
identical at the CI level to using the particle-hole for-
malism, the MBPT diagrams are changed considerably, in
particular because subtraction diagrams are introduced [61].
This changes the calculated value of kSMS considerably, al-
though the NMS coefficients change by less than ∼10%.
The difference between the four-valence-electron and two-
valence-electron (particle-hole) calculation is used to estimate
the theoretical uncertainty.
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TABLE I. The atomic transitions studied in tin. The upper and lower energy levels are provided from Ref. [41], which are compared to the
calculated FSCC values. The calculated values agree with the experimental data within less than 2%.

Elower Eupper EFSCC
lower EFSCC

upper

Transition (cm−1) (cm−1) (cm−1) (cm−1)

5s25p2 3P1 → 5s25p6s1P1 1691.806 39257.053 1671 39124
5s25p2 3P1 → 5s25p6s3P2 1691.806 38628.876 1671 38471
5s25p2 1S0 → 5s25p7s1P1 17162.499 52706.832 17176 53331
5s25p2 3P2 → 5s25p6s3P2 3427.673 38628.876 3361 38471
5s25p2 3P0 → 5s25p6s3P1 0.000 34914.282 0 34767

IV. RESULTS

A. Atomic transitions and fine-structure levels

The transitions in Table I were studied using the laser-
ionization schemes presented in Fig. 2. The calculated upper
and lower level energies are compared to the experimental
values in Table I. In the ground-state multiplet, the energy of
the 5p2 3P1 and 5p2 3P2 levels is calculated with an accuracy
of 1% and 2%, respectively, while for the excited states, an
accuracy of less than 0.5% is achieved for all levels, except
for the 5p6s 3P2 level where it is 1%. Using these transitions,
the spectra of 124−116Sn shown in Fig. 3 were acquired with
an acceleration potential of 20 kV. The 3P0 → 3P1 transition
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FIG. 3. Measured spectra of 116−124Sn using laser-ionization
schemes presented in Fig. 2. The abundances and center-of-mass
location of the different isotopes are indicated on the top.

was also obtained using a 30 kV acceleration potential. That
is because overlapping resonances were observed at the lower
beam energy.

The peak shapes could be approximated with Voigt pro-
files with 200 to 600 MHz total FWHM, dominated by the
Lorentzian contribution. Indeed, the upper state lifetimes,
of the order of a few nanoseconds [39], were significantly
smaller than the laser pulse length, thus requiring temporal
overlap of the laser pulses. This resulted in power-broadening
effects, induced by interactions with the high-power second
and third laser steps [66]. Additionally, the velocity distribu-
tion of the ion beam causes an asymmetry of the peak profile,
which is discussed further in Sec. IV C. Tin isotopes with a
natural abundance higher than 4 %, 116−124Sn were observed
with all ionization schemes. The isotopes 112,114,115Sn with
abundances below 1% could be resolved using the ionization
schemes for the 1S0 → 1P1 and 3P2 → 3P2 transitions. These
measurements indicate an abundance of 0.30(15)% of the least
abundant stable isotope 115Sn based on peak intensity ratios,
in good agreement with the natural abundance in the liter-
ature [67]. For the three-step schemes, the dominant source
of background was identified as nonresonant laser ionization
due to the intermediate resonant step. This contribution ac-
counted for roughly 80% of the observed background signal.
This intermediate-step laser ionizes higher-lying atomic states
populated during charge exchange, which were not field ion-
ized before the interaction region. The remaining background
was predominantly caused by collisional ionization after the
interaction region, where a higher pressure of 10−8 mbar was
present.

B. Isotope shifts and the hyperfine structure

The isotope shifts were determined from the difference in
centroid frequencies νA in the rest frame of the atoms, using
δνA,A′ = νA − νA′

, where A′ is the reference isotope chosen
as 120Sn due to its large relative abundance. For nonzero
nuclear spin isotopes, the atomic fine-structure levels further
break their degeneracy into a hyperfine structure, which can
be calculated using the following expression:

�Ehf = AhfC

2
+ Bhf

8

3C(C + 1) − 4IJ (I + 1)(J + 1)

IJ (2I − 1)(2J − 1)
, (8)

with C = F (F + 1) − J (J + 1) − I (I + 1), and F takes in-
teger steps between |J − I| < F < J + I , where I and J are
the nuclear spin and electronic total angular momenta, re-
spectively. The first dipole term is proportional to Ahf =
gA0, where A0 is the magnetic field contribution at the core
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FIG. 4. Demonstration of TOF vs frequency correction proce-
dure for the 1S0 → 1P1 transition. The applied correction procedure
involves two steps: (1) the resonances of all isotopes are shifted to
have the same median TOF and (2) the bananalike shape for each
resonance is corrected according to the curvature of the reference
isotope 120Sn, reducing the linewidth and asymmetry of the final
spectrum. The uncorrected and corrected histograms are projected
at the top of the figure using 25 MHz bin size.

generated by the electrons, and g = μI/I is the ratio of the
nuclear magnetic dipole moment μI to the nuclear spin I . The
second term in Eq. (8) accounts for the electric quadrupole
contribution and is proportional to Bhf = qQs, where q is
the EFG generated by the electrons and Qs is the spectro-
scopic electric quadrupole moment of the nucleus. This term
is nonzero for J, I > 1/2. As the stable odd-mass isotopes,
115,117,119Sn, have a ground-state nuclear spin I = 1/2, no
quadrupole interactions can be studied with stable tin iso-
topes, and therefore the second term does not play a role in
the analysis of the data.

C. Data-analysis procedure

Using the two-dimensional (2D) histogram of the TOF
versus laser frequency, shown in Fig. 4, two corrections are
applied. Initially, by gating on laser frequencies correspond-
ing to the resonance signal for a specific tin isotope, TOF
histograms for the different isotopes can be obtained. TOF
histograms have a width of about 5(1) μs. The median of
the TOF histogram for each isotope is observed to exhibit a
mass dependence, linear in first order, with an average slope of
150(50) ns/u at a beam energy of 20 000(50) eV. These TOF
histograms for each selected mass were shifted to match the
median of the TOF for the reference isotope 120Sn; see step (1)
in Fig. 4. Shifting all masses to the same TOF allowed the use
of a single TOF gate for all isotopes, conveniently reducing
unwanted background without losing statistics. In a second
step, as demonstrated in Ref. [34], the bananalike shape ob-
served in the uncorrected TOF histogram in Fig. 4 for each of
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FIG. 5. A sample spectrum of the 1S0 → 1P1 transition. All
stable isotopes can clearly be identified, including 115Sn with a mea-
sured abundance of 0.30(15)%.

the isotope resonances is corrected. This shape is induced by
an asymmetric ion velocity distribution, with a high velocity
component from inhomogeneities in the extraction potential
at the ion source and plasma-related effects from the ablation
process [34]. Thus, ions with a different TOF experience a dif-
ferent Doppler shift, which effectively increases the linewidth
in the laser scan and generates a tail extending towards higher
frequencies. In order to correct for this energy spread, the data
were subdivided in different TOF slices, 200–500 ns in width.
The frequency spectrum obtained for each of these slices was
then fitted with a Voigt profile using a χ2-minimization fitting
routine to obtain the peak centroid. The centroids for each
TOF slice show a clear correlation with the TOF, which is
well approximated by the function f (t ) = k/t + c. In this
function, f (t ) is a frequency offset with respect to the TOF
t , while k and c are free fit parameters. The frequency shift
with respect to TOF for 120Sn was used to correct the spectrum
including all isotopes. The result is shown in Fig. 4, correction
(2), leading to straight lines in the corrected TOF versus fre-
quency plot. After the correction procedure, the total linewidth
in the hyperfine spectrum is reduced and the background is
suppressed as presented in the spectrum on top of Fig. 4. As
an example, for the 1S0 → 1P1 transition, the total FWHM
decreased from 253(5) to 173(4) MHz. The significance of
this correction depends on the experimental conditions of the
ion source. This correction procedure could be applied to the
spectra obtained with the 1S0 → 1P1, 3P2 → 3P2, and 3P0 →
3P1 transitions, where accurate TOF data were available.

The corrected spectra were then fitted with a Voigt profile
using χ2 minimization, enabling extraction of magnetic hy-
perfine constants and centroid frequencies using the SATLAS

analysis package [68]. A fitted spectrum of the 1S0 → 1P1

transition can be seen in Fig. 5. Each spectrum was fitted with
various bin sizes in order to determine the dependence of the
extracted parameters on the chosen bin size. The uncertainty
associated with the TOF correction procedure is determined
from the centroid scattering around the weighted mean of all
fitted TOF slices. The combination of these contributions is
listed in Table II as “Data processing unc.” since they are
solely due to the data-handling procedure. Table II lists other
uncertainties as well. The dominant source of uncertainty for
the isotope shifts was associated with the ion beam energy,
with an estimated stability of 0.001% of the set acceleration
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TABLE II. Main sources of systematic errors identified from the
extraction of isotopic shift and the hyperfine Ahf value for the 3P2

state of 117Sn using the 3P2 → 3P2 transition.

A117
hf (MHz) δν120,117 (MHz)

Value −1546.0 −463.1
Data processing unc. 7.5 7.3
Ion beam energy 3.2 10.5
Wave-meter calib. 0.6 2.8
Total systematic unc. 8.2 13.1

voltage, and was furthermore only known with an accuracy
of ±50 V. The uncertainty due to laser frequency calibration,
and possible nonlinearities from the wave-meter readout, are
listed as the “wave-meter calib.” uncertainty.

The extracted Ahf constants for the different atomic states,
seen in Table III, are compared with the literature values
[22,23,69]. For 115Sn, Ahf of the 5p2 3P2 state was fixed to
a high-precision measurement from Ref. [69] during fitting of
the data, obtained with the 3P2 → 3P2 transition, required as
a constraint due to the low statistics. Similarly, for 119Sn and
117Sn, Ahf of the 5p2 3P1 state was fixed for the 3P1 → 1P1

transition. Additionally, the ratio of Ahf for 117,119Sn was fixed
to the same ratio as their nuclear magnetic moments from
Ref. [25] for the 5p6s1P1 state. The Ahf constants are in good
agreement with the literature within 1σ of the total uncertainty
for all levels. Additionally, the isotope shifts using 120Sn as
reference are presented in Table IV. The isotope shifts of the
3P0 → 3P1 transition are compared with data from Ref. [22],
indicating a close agreement with the literature.

V. DISCUSSION

A. Evaluating field- and mass-shift factors

The isotope shift is well approximated by the summed
contribution from the field- and mass-shift terms accordingly,

δνA,A′ = Fλδ〈r2〉A,A′ + kMS μA,A′
. (9)

Here, δ〈r2〉A,A′
is the difference in mean-squared nuclear

charge radii and μA,A′ = mA−mA′
mAmA′ is the reduced mass factor,

where m is the atomic mass. The field-shift factor Fλ corre-
sponds to the change of electronic charge density at the site of
the nucleus, and thus determines the sensitivity to the change
in the nuclear charge radius. The mass-shift factor kMS is the
sum of the normal (kNMS) and specific (kSMS) mass shifts. In
order to extract Fλ and kMS for each transition, a King-plot

FIG. 6. King plot using Eq. (10) of the 1S0 → 1P1 transition with
120Sn as a reference.

method as described in Ref. [70] was used, where the inverse
of the reduced mass factor is multiplied on both sides of
Eq. (9),

[μA,A′
]−1δνA,A′ = Fλ[μA,A′

]−1δ〈r2〉A,A′ + kMS, (10)

revealing a linear trend with slope Fλ and intercept kMS. The
isotope shifts in Table IV for each transition are compared
with mean-squared nuclear charge radii determined from the
combined analysis of muonic x-ray, electron-scattering, and
optical data provided in Ref. [71] with a reduced mass factor
calculated using masses from Ref. [72]. The King plot for
each transition was fitted using orthogonal distance regres-
sion, which provides Fλ and kMS from the slope and intercept.
A sample King plot for the 1S0 → 1P1 transition is shown in
Fig. 6. Separate King plots were created using 116,118,120Sn
as reference isotopes for each transition and the average Fλ

and kMS were selected for the final experimental values, with
uncertainties determined from the standard deviation of the
scatter summed in quadrature with the average sample er-
ror. Due to the lower statistics, the odd-mass isotopes were
excluded from the King-plot analysis of the 3P1 → 1P1 transi-
tion.

Fλ and kMS determined from experiment are compared to
those from the atomic calculations, as described in Sec. III,
and to the previous literature values for the 3P0 → 3P1 tran-
sition in Table V. Most transitions have similar values of
Fλ, thus all being similarly sensitive to a change in the
nuclear charge radius. Only the 1S0 → 1P1 transition has a

TABLE III. Hyperfine Ahf constants (in MHz) for 115,117,119Sn, compared with the literature (aRef. [69], bRef. [22], and cRef. [23]).
Statistical uncertainties are given in parentheses and experimental systematic uncertainties are given with square brackets.

Level A115
Exp A115

Lit A117
Exp A117

Lit A119
Exp A119

Lit

5p2 3P1 507.445(4)a 695(83) [130] 552.608(4)a 452(82) [85] 578.296(4)a

5p2 3P2 −1113.770 (4)a −1211(9) [8] −1212.956(3)a −1269(6) [7] −1269.419(3)a

5p6s3P1 −4394.16(14)b −4782(9) [22] −4785.45(17)b −5026(7) [25] −5007.95(17)b

5p6s3P2 −1438(9) [16] −1546(9) [8] −1621(6) [7]
5p6s1P1 −225.7 (9)c −254(28) [23] −247.6 (2)c −266(29) [24] −260.2 (2)c

5p7s1P1 −1185(8) [13] −1269(3) [12] −1336(3) [11]
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TABLE IV. Measured isotope shifts (in MHz). Statistical uncertainties are indicated with parentheses and experimental systematic
uncertainties are indicated with square brackets. For the 3P0 → 3P1 transition, a comparison is made to the literature [22].

Isotope δνA,120
1S0→1P1

δνA,120
3P2→3P2

δνA,120
3P1→3P2

δνA,120
3P1→1P1

δνA,120
3P0→3P1

δνA,120
3P0→3P1

[22]

124 342(3) [17] 462(10) [15] 415(8) [29] 479(28) [15] 449(19) [20] 441.15(15)
122 192(3) [8] 228(11) [10] 214(9) [34] 238(29) [14] 270(15) [26] 235.35(15)
120 0 0 0 0 0 0
119 −142(2) [7] −175(6) [8] −166(17) [28] −176(68)[93] −211(7) [18] −179.59(12)
118 −222(2) [12] −267(4) [10] −273(8) [33] −263(17) [13] −263(7) [18] −270.24(15)
117 −372(3) [18] −463(5) [13] −467(41) [96] −649(81) [23] −494(9) [19] −471.43(12)
116 −458(2) [12] −580(6) [16] −577(17) [26] −622(15) [33] −603(14) [39] −576.04(15)
115 −637(5) [19] −828(15) [19] −804.92(12)
114 −722(5) [16] −911(8) [23] −900.68(15)
112 −971(5) [22] −1253(6) [29] −1218.29(15)

reduced Fλ by roughly 30% compared to the other transitions.
Multiple independent studies have been performed using the
3P0 → 3P1 transition with varying estimates for the field-
shift factor, i.e., 2390(270) [23], 3300(270) [24], 2180(170)
[71], and 2740(570) MHz/fm2 [20], and the mass-shift factor,
i.e.,−761(200) [24], 83(147) [71], and −455(479) GHz amu
[20]. The weighted mean of these values for the 3P0 →3 P1

transition, with weights 1/σ 2 and errors scaled with the re-
duced χ2, is presented in Table V. Both the experimental value
and the calculation are in close agreement with the literature
for both Fλ and kMS for this transition. However, the calcu-
lations indicate a better agreement with the lower bound of
the literature Fλ and upper bound of the literature kMS, which
are closer to the values determined in Ref. [71]. The overall
agreement between the calculated and experimental values
for each transition is very good, demonstrating that modern
relativistic approaches are capable of producing reliable field-
and mass-shift factors for many-electron atoms such as tin.

Using the measured isotope shifts given in Table IV,
combined with the calculated F FSCC

λ and kCI+MBPT
MS for each

transition, independent sets of mean-squared nuclear charge
radii can be deduced accordingly,

δ〈r2〉A,A′ = 1

F FSCC
λ

(
δνA,A′ − μA,A′

kCI+MBPT
MS

)
. (11)

The rms charge radii Rrms =
√

δ〈r2〉A,A′ + 〈r2〉A′ of the sta-
ble tin isotopes are determined using 120Sn as a reference:
〈r2〉1/2 = 4.654(1) fm [71]. As an example, the resulting
radii determined using isotope shifts from the 3P2 → 3P2 and
1S0 → 1P1 transitions are displayed in Fig. 7 and compared

with radii from a combined analysis provided in Ref. [71].
This shows the good agreement with literature with only a
slight deviation, well within the theoretical uncertainties. The
high precision of the data reveals the small odd-even stagger-
ing effect displayed in the inset of Fig. 7, which is in excellent
agreement with the literature and can provide an interesting
insight into the nuclear structure [2].

B. Hyperfine magnetic fields

The hyperfine magnetic field contribution to Ahf can be de-
coupled from nuclear-structure effects by dividing with μI/I:
A0 = Ahf I/μI . The A0 value for each transition was extracted
from the experimental Ahf of the three spin-1/2 isotopes,
using magnetic dipole moments provided in Ref. [25]. The
weighted means of A0 from the three isotopes is presented in
Table VI for each studied atomic level. All values are in close
agreement with those from the literature, as well as with the
calculated values from FSCC theory, visualized in Fig. 8(a).
Atomic states with a larger magnetic hyperfine field are more
sensitive for the measurement of nuclear magnetic moments.
The hyperfine magnetic field varies significantly among the
the atomic configurations, with the 5p6s 3P1 state exhibiting
the greatest sensitivity.

C. Electric-field gradients

The EFGs calculated using the relativistic FSCC method
are presented in Table VII and can be seen in Fig. 8(b).
Confidence in the accuracy of the calculated EFGs is provided
by the good agreement of Fλ and Ahf with the experimental
results. Additionally, the EFGs of the 5p6s 1P1 and 5p6s 3P1

TABLE V. Calculated and experimental field- and mass-shift factors. The weighted mean of the experimentally determined field-shift
factors from Refs. [20,23,24,71] and mass-shift factors from Refs. [20,24,71] for the 3P0 → 3P1 transition are shown in bold.

Field shift (MHz/fm2) Mass shift (GHz amu)

Transition F FSCC
λ F Exp

λ F Lit
λ kCI+MBPT

NMS kCI+MBPT
SMS kCI+MBPT

MS kExp
MS kLit

MS

1S0 → 1P1 1552(233) 1584(209) 519 −409 110(300) 160(184)
3P2 → 3P2 2217(89) 2024(184) 604 −427 177(300) 205(160)
3P1 → 3P2 2200(88) 2323(395) 630 −436 193(300) −116(328)
3P1 → 1P1 2104(84) 2932(1083) 645 −472 174(300) −460(890)
3P0 → 3P1 2202(88) 2831(546) 2452(240) 598 −431 167(300) −424(455) −160(312)
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FIG. 7. The rms charge radii determined from the 3P2 → 3P2 and
1S0 → 1P1 transitions using Eq. (11) compared to the literature [71].
The total experimental uncertainty is indicated with error bars, and
the theoretical uncertainty from kCI+MBPT

MS and F FSCC
λ is represented

with color-coded bands. The inset displays the three-point odd-even
staggering parameter �(3)

r = 1
2 (RA+1 − 2RA + RA−1) highlighting the

small odd-even staggering effect that becomes visible thanks to the
high precision of the data.

states were calculated in Ref. [23] and, more recently, us-
ing a wide variety of advanced computational approaches in
Refs. [25,73]. All of them are in good agreement with the
values calculated in this work. An accurate understanding
of EFGs is essential for the determination of the electric
quadrupole moments. From this work, the 5p6s 3P2 state is
identified to have the highest sensitivity to Qs.

D. Summary

Isotope shifts and hyperfine magnetic fields have been ex-
tracted using five atomic transitions in tin. State-of-the-art rel-
ativistic FSCC calculations provide the isotope-independent
hyperfine magnetic field parameters of the atomic levels,
showing excellent agreement with experiment. Additionally,
these calculations provide EFGs, which are not accessible
through atomic spectroscopy measurements of the stable tin
isotopes and are essential for studying the electric quadrupole

TABLE VI. A0 values (in MHz) from this work compared
with FSCC calculations and the literature values deduced from
Refs. [22,23,69] in Table III. The A0 values are determined using
magnetic moments from Ref. [25] as A0 = Ahf I/μI .

Level ALit
0 AExp

0 AFSCC
0

5p2 3P1 −276.77(2) −278(29) [34] −257(10)
5p2 3P2 607.50(4) 607(2) [3] 598(24)
5p6s3P1 2396.71(15) 2402(3) [11] 2352(94)
5p6s3P2 777(2) [5] 783(31)
5p6s1P1 124.3(2) 127(10) [16] 145(13)
5p7s1P1 638(1) [8] 571(103)

(a)

(b)

FIG. 8. (a) The A0 values are compared with theoretical pre-
dictions using the FSCC method and the literature data from
Refs. [22,23,69]. (b) The calculated EFGs are displayed and com-
pared with other calculated values from Refs. [23,25]. The dotted
lines represent the sensitivity to μI or Qs, respectively. Only statisti-
cal errors are displayed for the experimental data from this work.

moment of the exotic tin nuclei using laser spectroscopy. Ac-
cording to these calculations, the 5p6s 3P2 atomic level has the
greatest sensitivity to the spectroscopic electric quadrupole
moment, with an EFG roughly 50% greater compared to the
5p6s 1P1 level used in previous work. The 5p6s 3P1 level ex-
hibits the greatest sensitivity to the nuclear magnetic moment,
motivating its frequent use for probing the nuclear magnetic
dipole moment. Furthermore, the large set of isotope shift
measurements has been used for benchmarking the electronic
Fλ and kMS factors calculated using the combination of rela-
tivistic FSCC and CI+MBPT calculations. These calculations
are in good agreement with experimentally obtained Fλ and
kMS factors of all studied transitions, allowing accurate de-
termination of mean-square charge radii from isotope shift
measurements.

In conclusion, this work demonstrates the reliability of
modern atomic theory and provides a useful foundation for
future measurements of the most short-lived exotic isotopes
of tin from the evaluated sensitivity of several transitions to
nuclear moments and mean-square nuclear charge radii.

TABLE VII. The EFGs (in MHz/b) calculated using FSCC
compared with calculations from Refs. [23,25] with an estimated
uncertainty of 15% for the values provided in Ref. [23].

Level qEberz [23] qMCDHF [25] qFSCC

5p2 3P1 419(17)
5p2 3P2 −691(28)
5p6s3P1 −138(21) −173(17) −152(6)
5p6s3P2 990(40)
5p6s1P1 593(89) 706(50) 645(58)
5p7s1P1 378(68)
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