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It has long been observed that brittle fracture of materials can lead to emission of high energy
electrons and UV photons but there has been no atomistic description of the origin of such processes.
We report here on simulations using a first-principles-based electron force field (eFF) methodology
to describe the nonadiabatic quantum dynamics during brittle fracture in silicon crystal. Our simu-
lations replicate the correct response of the crack tip velocity to the threshold critical energy release
rate, a feat that is inaccessible to quantum mechanics methods or conventional force field based
molecular dynamics. We also describe the crack induced voltages, current bursts, and charge carrier
production observed experimentally during fracture but not previously captured in simulations. We
find that strain-induced surface rearrangements and local heating cause ionization of electrons at
the fracture surfaces. The production of charge carriers leads to large electrical potential differences
between the new surfaces (up to 1.02V for a strain rate of 1.2%/ps in the {111} direction). The
non-adiabatic dynamics on these systems with 20,000 Si atoms per periodic cell were enabled by
the use of effective core potentials (ECPs) in the eFF method.

PACS numbers: 62.20.Mn, 46.50.+a, 31.15.xg

The observation that brittle fracture of materials can
lead to the emission of high energy electrons and UV pho-
tons is well documented for materials ranging from poly-
mer thermoplastics, glasses, minerals, and semiconductor
crystals [1–4]. There has been no previous atomistic de-
scription of the origin of such processes. Although frac-
ture in solids involves breaking of chemical bonds, which
can be well described with modern quantum mechanics
(QM) methods, the observation of exo-electrons and pho-
ton emissions indicates that the processes are not purely
adiabatic, complicating the application of QM - in partic-
ular for model systems that require more than a few hun-
dred atoms. We show here that the recently developed
first-principles-based electron force field (eFF) method
for non-adiabatic dynamics accounts for electron emis-
sion and large potential differences consistent with the
experiments, providing the first atomistic description of
the origin of these effects. In this paper we consider the
fracture of silicon crystals producing {100} and {111}
fracture planes which have been studied quite thoroughly.
The effects that we explain are (1) loading of a crack
leads to a sudden onset of crack propagation at 7 GPa
followed by uniform velocity of the crack at 2500 km/sec
after initiation and (2) voltage fluctuations in the 10-400
mV range, charge creation (up to 1011 carriers/cm2), and
current production (up to 1.3 mA).

It was not possible to explain the sudden onset of crack
propagation and constant velocity response to increasing
loads observed in the brittle fracture of silicon with ear-
lier force fields based methods (e.g. Tersoff, Stillinger-
Weber) [5–8]. However, Buehler and co-workers demon-
strated that the ReaxFF reactive force field correctly de-
scribes the experimentally observed crack dynamics in
silicon [9–11]. Left unexplained however, is the gener-
ation of voltages and currents during fracture [12, 13].
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FIG. 1. (color online) A snapshot of a crack propagating in
a silicon single crystal with mode I loading in the x-direction
producing a {100}

〈
011

〉
edge crack. The transparent spheres

are paired electrons. Unpaired spin up electrons are colored
red, and unpaired spin down electrons are colored blue.

More recent experimental studies have observed the ejec-
tion of electrons [14] and other charged particles [15]
during silicon fracture dynamics. No previous attempts
were made to model the voltage fluctuations, electron
emission, and charge creation phenomena. Current time-
dependent QM methods are incapable of describing the
dynamics of electron ejection excitation of highly excited
states from deformation of the crystal. Quantum me-
chanical methods are unable to attain the length and
time scales (>1,000 atoms over >1 ps time scales) re-
quired to describe the dynamics of fracture. On the other
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hand, conventional force fields in conjunction with molec-
ular dynamics methods can handle the relevant length
and time scales, but they do not describe ejected elec-
trons and excited electronics states. The eFF method al-
lows us to capture the appropriate length and time scales,
and most importantly, the electron dynamics during frac-
ture.

The eFF method provides an approximate description
of quantum dynamics by describing every electron as a
floating spherical Gaussian orbital [16] whose position
and size varies dynamically while the nuclei are treated
as classical point charge particles. Here the total N-
electron wavefunction is written as a Hartree product of
one-electron orbitals (rather than as an antisymmetrized
product). Orthogonality resulting from the Pauli Prin-
ciple is enforced with a spin-dependent Pauli repulsion
Hamiltonian which is a function of the sizes and sepa-
rations of these Gaussian orbitals. The Pauli potential
accounts for the kinetic energy change due to orthog-
onalization, arising from the Pauli principle (antisym-
metrization) [17, 18]. An additional quantum-derived
term in the eFF Hamiltonian is the kinetic energy for
each orbital, which accounts for the Heisenberg princi-
ple. The full Hamiltonian in eFF also incorporates clas-
sical electrostatic terms between nuclei or electrons. eFF
has been validated on challenging electronic phenomena
arising in materials subjected to extreme conditions in-
cluding Auger processes [19], hypervelocity impact, and
plasma formation [20].

Previously eFF treated all electrons of an atom, includ-
ing the core electrons [21]. Describing the very short time
scales of the high energy core orbitals makes simulating
picoseconds of fracture computationally intractable on
systems large enough to describe crack propagation in
Si crystal. Instead of describing all electrons explicitly,
here we replace the core electrons with an effective core
pseudo-potential while retaining the accuracy in describ-
ing the valence electrons. This allows us to study the
dynamics of electronic excitations and ejection simulta-
neous with nucleation and propagation of crack fracture
in silicon. This approximation is described in detail in
the supplemental information.

TABLE I. Comparison of experimental and computed me-
chanical values: Young’s modulus, E (GPa), yield strength
(GPa), Griffith critical load, Gc (J/m2) and the stress inten-
sity factor, Kic (MPa). Refs. are in square brackets.

Method E Yield Strength Gc Kic

{111} expt. 163-188 [22] 7 [23] 2.3 [5] 0.76 [24, 25]

{111} eFF 166 15 3.16 0.752

{100} expt. 125-202 [26] - - 0.91 [27]

{100} eFF 157 15 2.57 0.96

For this study we developed two simulation cells. Fig-

ure 1 depicts our “{100}” crack model. In this model the
x-y-z directions are (100)×(011)×(011̄) direction, creat-
ing a (100) fracture plane with a [011] fracture direction
with dimensions of 3.8×25×3.8 nm3. In our “{111}”
model, the x-y-z directions are (111)×( 1̄

2
1̄
2 1̄)×( 1

2
1̄
20)

which produces 111 crack surfaces with a [112] crack
propagation direction with dimensions of 2.7×47×4.0
nm3. We performed crack simulations on fully peri-
odic replicas and on slabs with hydrogen-passivated sur-
faces of the previously described geometries. The results
presented here correspond to our fully periodic system,
though we found negligible differences between the re-
sults we obtain in our fully periodic and partially periodic
slab models (see Fig. 2). Both systems were prepared
in an isothermal-isobaric ensemble using a Nosé-Hoover
thermostat and barostat, at 300 K and 1 atm, respec-
tively. In both samples a seed crack of length 1/5 Ly is
created before a load is applied. A continuous uniaxial
strain load is applied to the cells in the x-dimension at a
rate of 1.2%/ps and the sample is allowed to crack nat-
urally, which allows us to test the failure modes of the
system. No barostat pressure is imposed in the strain
direction.

G/Gc

FIG. 2. (color online) Crack tip velocity versus reduced load
for {111} fracture with experimental data from [5], ReaxFF-
Tersoff and SW data from [10], and DCET and EDIP data
from [28]. The grey line is a visual guide.

Figure 2 shows the relationship between the crack tip
velocity and the energy release rate normalized by the
critical energy release rate determined at the onset of
fracture. We computed G from the uniaxial stress ahead
of the crack, the crack length and the Young’s modulus
that we compute from our model: G = 1.122πP 2

xxa/E
2.

Kic is computed similarly. Both the {100} and {111}
models exhibit brittle fracture and both match the ex-
perimental observation that upon reaching a critical load,
the crack velocity rapidly jumps to 4 km/s and 2 km/s,
respectively, and plateaus thereafter (data for the eFF
{100} model is in the supplemental material). Table I
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compares computed mechanical properties to those of ex-
periments. The calculated Griffith critical load for the
{111} is 3.16 J/m2, which is higher than the experimen-
tal value but in agreement with the QM value of 3.1
J/m2 [29]. This indicates that our model leads to a small
amount of lattice trapping. In general, our simulations
of the dynamics of fracture in silicon using the eFF pseu-
dopotential reproduces experimental measurements and
results produced with other reactive forcefields [10].
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FIG. 3. (color online) (a) The absolute distance between the
crack tip and electrons that will ionize. (b) The radii of ion-
ized electrons (in color), ground state surface electrons (black
dotted lines), and bulk electrons (solid black lines). (c) The
total energy of the electrons.

From our simulations we ascertain that there are
two prevalent modes of electron ionization: local field-
induced ionization and thermal ionization. The simula-
tions show that ionization occurs as a direct result of
fracture. Figure 3 shows the evolution of a representa-
tive group of electrons as the fracture progresses. We find
that electron ionization is precipitated by the passing of
the crack front. Figure 3c shows that ionized electrons
are excited by 5 eV, making them sufficiently energetic
to escape the Si-surface barrier. The initial excitation
promotes the electrons to unbound states (total electron
energy > 0) but they subsequently relax to 4.1 eV above
the ground state, well into the Si conduction band. A
close examination of the energy contributions leading to
ionization reveals that in most cases an increase in po-
tential energy causes ionization. The cause of this is het-
erolytic bond cleavage across the crack. In rare instances

a heterolytic cleavage creates an anion on one crack face
and a cation on the other crack face. As dangling bonds
form 2×1 surface dimers, the excess electron causes Pauli
exclusion clashes with adjacent surface pairs. As a re-
sult, the ionized electron’s radius decreases to reduce it’s
overlap with nearby same-spin electrons. The spin clash-
ing forces the electron further from the surface and the
electron delocalizes (it’s radius increases in the eFF de-
scription). Ultimately it relaxes and settles into the con-
duction band. 80 ±10% of ionized electrons are ionized
because of local field effects.

In rare circumstances an increase in an electron’s ki-
netic energy after fracture causes it to ionize. Kinetic
excitation is caused by local heating so we conclude that
while possible, thermal ionization is not the predominant
mechanism. In figure 2 of the SM the kinetic energy
of the same group of electrons depicted in figure 3 are
presented. In that figure only one electron is excited
thermally - the fingerprint of thermal excitation in in-
creased kinetic energy. We observe that elastic energy
in the stress field ahead of the crack is converted to ki-
netic energy in the recoil of the new surfaces causing local
heating. As mentioned previously, we estimate that 20
± 10% of electrons are thermally ionized.
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FIG. 4. (color online) The evolution of electrostatic poten-
tial calculated on a grid is given at (a) 0 ps and (b) 15 ps.
Warm colors denote positive potential and cool colors signify
negative potential. The crack edges are given by solid black
lines and the midline of the crack is provided in red, which
indicate the difference in charge carrier distribution between
the two surfaces. (c) The electric current velocity correlation
functions for the {111} system at equilibrium (red) and after
a crack has occurred (blue).
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To understand the dynamics of charge carriers dur-
ing silicon fracture, we compute the electrostatic poten-
tial (EP) on grid points, i.e. by summing the individual
Gaussian charge density potentials. In figure 4a-b, we
provide snapshots of the electrostatic potential at two
points during the fracture simulation. Initially, the sys-
tem has zero potential (white color). As a crack evolves,
we observe the production of negative charge carriers in
the free space inside the crack (blue color). Figure 4b
shows the final state of the system after the crack has
propagated through the unit cell, with the crack edges
outlined in black and the midline highlighted in red. Het-
erolytic bond cleavage due to thermal fluctuation and hot
spot formation causes 2.6×10−2 ± 1.3× 10−2 more elec-
trons per nm2 to remain on one side of the crack than the
other, which results in the left crack face having (+2.13
V) potential and the right face having (+1.12V) poten-
tial. The potential gradient across the crack corresponds
to a voltage of 1.02 V. Li and colleagues reported mea-
suring voltages of tens of mV with some cracks producing
voltages up to 0.39 V [12]. The electrostatic potential dif-
ference between the crack surfaces reflects the dynamics
of charge carriers during silicon fracture.

We computed the number of ionized electrons at each
time point in our crack trajectories (see the supplemen-
tal material for details and a plot). Given the size of
our {111} cell, these correspond to a total electron yield
of 5.3x1011 to 1.6x1012 cm−2. Langford and co-workers
detected current transients whose integrated area corre-
sponded to yields of 109 or 1011 carriers/cm2, though
their {111} crack velocities were around 900 m/s [13].
They stated that faster cracks produced larger carrier
yields. Our {111} crack velocity is two times faster,
which explains why we observe larger ionized electron
yields.

From the equilibrium dynamics of the cracked sys-
tem, we determined the electrical conductivity using the
Green-Kubo integral of the electric current correlation
function, as:

σGK =
1

3kBTV

∫ ∞
0

〈
j(t) · j(0)

〉
dt (1)

where j(t) is the electric current flux, and the integral ar-
gument corresponds to the electric current velocity cor-
relation that is expressed as,

J(t) =
〈
j(t) · j(0)

〉
=

N∑
i=1

N∑
j=1

〈
qiqjvi(t) · vj(0)

〉
(2)

where i and j are different particles. Figure 4c shows the
current velocity correlation, J(t), for our {111} system
at 300 K and after the crack has occurred. The post-
crack data trace is initially positive because free charge
carriers are moving across the gap; these carriers have
strong autocorrelation signals. Integrating these traces
and applying the result to 1 gives us a measure of the

conductivity of our cells before and after fracture. Be-
fore the fracture our cell has an electrical conductivity
of 2.69x10−5 S/cm; after fracture the cell has a conduc-
tivity of 3.72x10−3 S/cm. Pure silicon samples (like our
simulation cells) have conductivity as low as 10−4 S/cm
and decreasing the dopant concentration causes silicon
to asymptotically approach 10−5 S/cm [30]. Our post
crack sample has a calculated conductivity on the order
of n-doped silicon samples with dopant concentrations of
4x1012 cm−3. This indicates that the production of mo-
bile charge carriers as a direct result of fracture accounts
for the experimentally observed fracture current bursts.
It also corroborates the observation of conduction band
electrons in figure 3c.

We show here that our ECP for silicon in the elec-
tron force field method (eFF) provides an accurate rep-
resentation of the dynamics of material failure, including
charge transfer, voltage impulses and electron ionization.
In this study we demonstrated that eFF could replicate
the physics of brittle fracture of silicon independent of
crack orientation. The equilibrium and dynamic mechan-
ical properties computed from our simulations are in ex-
cellent agreement with experimental measurements and
the predictions of other reactive force fields. Further-
more, we observed the generation of voltages and the
production of charge carriers in good agreement with ex-
periment. We have performed preliminary tests to in-
fer spectral emissions from the ground state and excited
electron eigenstates from eFF dynamics, albeit within
the limitations of the Gaussian basis set representation
and the ECP approximation, by computing the autocor-
relation function of the electron wavepackets and Fourier
transforming this function to obtain the eigenstates of
the system. This technique allows us to roughly estimate
the emissions that accompany shock, fracture or tribolu-
minescence.

The significance of these results stem from the capabil-
ity of eFF to accurately track the long-term dynamics of
electrons under non-adiabatic conditions. This provides
new insights into the phenomenon of electron ejection,
voltage fluctuations, and charge carrier induction. Since
eFF has been demonstrated to predict the transformation
of H2 and Li from ground state, to intermediate states of
warm-dense matter, to highly excited and plasma state
regimes, and Auger decay, we consider that eFF is suit-
able for treating electronic effects in materials under a
wide range of extreme conditions.

See EPAPS Document No. [number will be inserted
by publisher] for supplemental information including an-
imated trajectories.
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