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We investigate the relaxation of long-tailed distributions under stochastic dynamics that do not
support such tails. Linear relaxation is found to be a borderline case in which long tails are expo-
nentially suppressed in time but not eliminated. Relaxation stronger than linear suppresses long
tails immediately, but may lead to strong transient peaks in the probability distribution. We also
find that a delta function initial distribution under stronger than linear decay displays not one but

two different regimes of diffusive spreading.

I. INTRODUCTION

Probability distributions with long tails or diverg-
ing moments have fascinated both scientists and non-
scientists over many decades because of the unanticipated
and even strange behavior that they frequently imply in
a large variety of problems ranging from physics, biology
and engineering to economic and other societal scenar-
ios. More recently, stochastic processes giving rise to
such long-tailed distributions have received a great deal
of attention because modern technologies have made as-
sociated measurements ever more feasible [1]. Our spe-
cific purpose in this paper is to investigate how distribu-
tions which initially have long or fat tails evolve under
stochastic dynamics that do not support such tails.

In view of its wide applicability, we note with some
surprise the fact that this problem as described by
a Langevin equation with additive white noise seems
largely absent in the literature. As we will see, tradi-
tional (overdamped) linear Langevin dynamics turn out
to be a very interesting borderline case, exhibiting sus-
tained long tails which, however, decay exponentially
in time. Langevin equation dynamics with decay rates
stronger than linear instantly destroy fat tails, but these
may instantly show up as transient maxima in the prob-
ability distribution as it relaxes to its steady state form.
While we have not found a discussion of these dynam-
ics, we note that the literature is replete with nonlin-
ear Langevin equation descriptions. Examples of specific
stochastic systems and behaviors described by nonlinear
Langevin equations include fluid relaxation [2], nonlinear
wave interactions [3], the nonlinear dielectric relaxation
of asymmetric top molecules [4], the theory of nonlinear
elasticity [5], saturation in dilute solutions [6], Brown-
ian motion in a tilted potential [7], diffusion with veloc-

ity dependent friction [8], and diodes as thermal engines
[9]. As a more abstract mathematical problem, nonlin-
ear Langevin equations have been discussed in normal
form analysis in the presence of noise [10], the effect of
the noise on sweeping through a bifurcation [11] or cross-
ing an imperfect bifurcation [12], the connection with
intermittency [13], the excitation of pseudo regular oscil-
lations induced by noise [14], and the approach to equi-
librium in a logarithmic potential [15].

Indeed, entire books and extensive articles have been
written addressing the problem of noise in nonlinear dy-
namical systems, including Coffey’s broad coverage of the
Langevin equation in physics, chemistry, and electrical
engineering [7], the volumes edited by Moss and McClin-
tock on noise in nonlinear dynamical systems [16], and
Rzoska and Zhelezny’s collection on nonlinear dielectric
phenomena in complex liquids [17]. As a far-reaching
continuing topic of interest we mention the broad arena
of Brownian motors, many models of which are based
on nonlinear Langevin equations, cf. the review in [18].
And finally, we end this list of applications and coverage
of nonlinear Langevin equations with the quintessential
and perhaps most broadly known problem of Kramers’
escape over a potential barrier [19]. All of these prob-
lems are affected by the behavior discussed herein on ini-
tial conditions with fat tails.

Before launching into an analysis of our fat-initial-tail
problem, we note that in the process of relaxing to the
steady state we observe another interesting phenomenon
that we have not seen discussed. While the usual expec-
tation is that a delta function initial condition spreads
diffusively until it reaches the steady state form, this
happens only in the case of linear dynamics. When the
decay rates are stronger than linear, the relaxation to the
steady state displays not one but two distinctly separate



regimes of diffusive spreading. We examine the origin of
this phenomenon and determine the time at which the
relaxation process transitions from one to the other.

To arrive at an understanding of the stochastic dynam-
ics, we begin by analyzing the deterministic dynamics of
equations of the form dz/dt = —vyx® where a > 1. These
dynamics, simple as they are, already exhibit the under-
lying reasons for the unusual stochastic relaxation. We
dedicate Sec. IT to this analysis for delta function initial
conditions. These results in turn already reflect the inter-
esting behavior found, still with deterministic dynamics,
when the initial condition is distributed. This is covered
in Sec. III. In the next two sections we add noise to the
system, first in the case of linear relaxation in Sec. IV and
then for nonlinear relaxation in Sec. V. We conclude with
a short summary in the final section. Some mathematical
details are relegated to an appendix.

II. DETERMINISTIC DYNAMICS

A direct integration of the deterministic evolution
equation

dz
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Lo
Ty = ) T
{1+ (a—1ag At}

; (2)

where xg is the initial condition. In the limit o — 1,
Eq. (2) reduces to the familiar exponential solution z; =
zoe ¢, Without loss of generality we set v = 1, since
this can always be achieved by rescaling the time vari-
able, t — ~t. The solution (2) is a well-defined real
function for all values of = regardless of the value of «
if the initial condition is positive, zg > 0. If the initial
condition is negative, g < 0, then the requirement that
2%~ 1 be a well-defined real function for all values of x is
satisfied, for instance, if v is an integer. Alternatively, we
could replace Eq. (1) with # = —yx|z|*~! to remove the
requirement that o must be an integer. All subsequent
formullas are then valid for all z if we replace ! by
a1,

We point out the following peculiar features of the
above solution, see for example [20]. For a > 1, the
decay rate z“ becomes very strong for x large, so much
so that “infinity moves down” to a finite value z; at any
finite time ¢. More precisely, the entire positive x-axis
x € [0,00) is, for any finite time ¢, mapped by the dy-
namics into a finite interval [0, z}"), with
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This value is obtained by considering the limit xy — oo

in Eq. (2). Note that one can rewrite Eq. (2) in the
following more compact form:
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On the other hand, for 0 < a < 1, the decay rate x® of
Eq. (1) remains significant for small x, so much so that
all initial values smaller than a threshold value =, will
hit zero in a finite time ¢. More precisely, the interval
x € [0,2; ) is mapped by the dynamics into 0 in the
finite time ¢, with

oy ={(1 - a)t} ™. (5)

This value is obtained by finding the value xq for which
the denominator of Eq. (2) vanishes, 14+ (a—1)x§ 't = 0.

We mention in passing that one finds related opposite
phenomena, i.e., reaching infinity or escaping zero in a
finite time, by considering y = 1/ with § = y?~%, with
the understanding that the solution to such an equation
is only unique if the speed y has no singularity at the
initial point [20].

In the following, we focus on Eq. (1) with a > 1. We
will illustrate several results for the particular choice a =
3. In this case one has:

1
p= e af = —. (6)

V1 2ta?’ V2t

These results are valid for all real values of x, with = €
(=00, +00) mapped by the dynamics into the interval
(_xzr’ +$zr)

IIT. DISTRIBUTED INITIAL CONDITIONS

The dynamics (1) with o > 1 maps all the “large”
initial conditions to the “neighborhood” just below ;.
This raises the question as to what happens when the
initial probability distribution has a fat tail, i.e., carries
a significant probability weight for large z-values. Let
Py(x) denote the distribution of the initial conditions .
The probability distribution P;(x) for the resulting a-
values at time ¢ is obtained from the conservation of prob-
ability upon transformation of variables (that is, from
to x = xy):

dl‘o
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By solving for xg(z:) and calculating the derivative
d o

aro _ <xo> from (1), one thus finds:

dz; Ty



for x € (—z;7, +x]), and Pi(z) = 0 otherwise.

To study the possible accumulation of probability for
P,(z) in the vicinity of T, we consider the following fat
tail:

Po(z) ~ 7P, (9)

One finds from Eq. (8) for x smaller than, but close to,
+
Ly

Pi(z) ~ 2P [1 - (x/mj)a_l} = (10)

We conclude that the distribution P;(x) has a divergence
for z — xf for a sufficiently strong fat tail, i.e. when 8 <
«. The dlvergence is normalizable since § > 1 in order
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for Py to be normalizable. For § = «, P;(x) converges to

a nonzero value for x — z;7, while P;(z) = 0 for 8 < a.
As an interesting particular case,

Lorentzian initial conditions,

we focus on

A1
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(11)
One finds from Eq. (8)
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for v € (—af,2}), and Pi(x) = 0 otherwise. In particu-
lar, one has for & = 3 (see also Fig. 1):
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Note the divergences at the endpoint of the interval

[—1/+/2t,1/4/2t). In particular,
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IV. LINEAR RELAXATION WITH NOISE

Our main purpose is to study the relaxation in the
presence of additive noise. No exact analytic results are
available for the case of nonlinear relaxation, hence we
first turn to the study of linear relaxation with the expo-
nent o« = 1. As we show below, this case can be studied
in analytic detail, with the additional bonus that it is
an interesting and revealing borderline case, in particu-
lar with respect to the persistence of the long tails. We
consider the following linear Langevin equation:

dz
— = 15
o= Eté (15)
with £ Gaussian white noise with mean value and corre-
lations:

~2ta?))’

€ (—1/V2t,1/V2t). (13)

(

In the following, we again set v = 1 by a suitable rescaling
of the time variable ¢ — ~t and the noise intensity D —
D/~. One could also scale out the noise intensity (i.e.
set D =1 by a redefinition of variables provided D > 0),
but we keep the D dependence in order to reproduce the
noiseless limit D = 0 discussed in the previous section.
The equivalent Fokker-Planck equation reads:

OP(x) 0 *
ot~ g @) + Do

Pi(2). (18)

The exact solution for the probability distribution P (z),
starting from a delta distribution Py(x) = §(z — zp), is a
Gaussian with first two central moments

pe = (w) = e, (19)

o2 = ((6x)%); = D(1 — e~ 2. (20)
For a general initial condition Py(x) one thus finds:

*(L ut)

/ a2 Fo(ao). (21)

We now introduce the Fourier transform, Bi(k) =
[ dx €™ Py(x), which coincides with the moment gen-



erating function:

ety = 3 B oy (22

n=0

when all moments exist. One finds:
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where Py(k) is the Fourier transform of the initial dis-
tribution Py(z). This result leads to the following gen-
eral conclusion. Consider an initial distribution with a
long tail in the sense that some or all of its moments
are divergent. The divergence of moments is equivalent
to the fact that the moment generating function cannot
be written as a Taylor expansion around k = 0, i.e., it
is a non-analytic function of k£ at kK = 0. According to
Eq. (23), this non-analyticity will not be removed and in
fact will persist for all time while keeping the same char-
acter (same type of non-analyticity). Nevertheless, the
influence of the non-analyticity is suppressed exponen-
tially in time. We conclude that, while strictly speaking,
any type of long tail will persist in the same form for all
finite times, its effect will become very difficult to observe
for times much longer than the decay time as its weight
is exponentially suppressed.

To investigate the situation in more detail, we turn
to Lorentzian initial conditions, cf. Eq. (11). From the
known result

Py(k) = e M, (24)

we get
Pyk) = e Ihmzoih®, (25)
>‘t = )\eft. (26)

Transforming back to real space, one obtains after a sim-
ple manipulation,

1 [t .
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Using the tabulated integral

2
2 e ¢

b
/dw cos(2ax)e™™ =
0

V7 (erf(b + ia) + erf(b — ia))

as well as the property erf(z) = erf(z), Eq. (27) can al-
ternatively be expressed as

[ewmf/%f (zx + M)
erfc

Pi(z) =R ,  (28)
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where erfc(z) = 1 — erf(z) is the complementary error
function. The time evolution of the probability distribu-
tion starting from an initial Lorenztian form to the final
Gaussian shape can be observed in Fig. 2.

In the limit of vanishing noise, D — 0, this result
reduces to the deterministic limit, cf. limit o« — 1~ of
Eq. (12):

. 1N
A Fiz) = T a2+ A2

(29)
where we have used the following asymptotic form of the
error function, cf. [22]:

722

erfc(2) ~ |2 500 jﬁ' (30)

This asymptotic form assumes arg(z) < 37/4, a condi-
tion satisfied by the argument of the error function in
Eq. (28).

Turning to the long time limit ¢ — oo, one finds that
the distribution function Eq. (28) converges, as expected,
to the Gaussian stationary solution of Eq. (30):

PSt(I) —

55 (31)

However, the approach to this asymptotic result retains,
at all finite times, the trace of the initial long-tailed dis-
tribution. Indeed, as already indicated via the analysis in
Fourier space, cf. Eq. (25), the asymptotic decay of the
distribution as 1/2% for # — oo persists for all times, even
though it is exponentially suppressed in time. This can
be derived directly from the explicit expression Eq. (28)
for the probability density, by again invoking Eq. (29)
(see also Fig. 3):

—t
A -2, (32)
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V. NONLINEAR RELAXATION WITH NOISE

We now turn to the investigation of the behavior of
long tailed distributions under nonlinear relaxation with
noise,

dz o

with equivalent Fokker-Planck equation

OP(x) 0, *
o~ ag % @) + Dag

Pi(z). (34)

We first note that a simple dimensional analysis leads to
the general scaling relation



which, without loss of generality, allows us to set v =
D =1 in the Fokker-Planck equation.

An object of prime interest is the Green function
Gi(x|z0), i.e., the solution of Eq. (33) for the initial con-
dition Py(z) = §(x—xg). The general solution of Eq. (33)
can then be written as:

Pi(z) = /dxoGt(x|xo)P0(x0). (36)

When comparing with the linear case, cf. Eq. (21), two
different difficulties are encountered in the application
of this result, for example to an initial Lorentzian dis-
tribution. First, the explicit expression for Gi(z|xo) is
not known. Second, and in our context more impor-
tantly, G¢(z|z¢) does not have the simple dependence on
x — constant X xg, which, in the linear case, allowed us to
write the above integral as a convolution. That led to the
simple explicit expression Eq. (23) in Fourier space, with
the immediate conclusion that initial long tails in the lin-
ear case survive for all times. As we will see below, and
as expected from the previous deterministic analysis, this
is no longer the case for stronger than linear relaxation.

Before turning to a numerical solution of Eq. (34), we
present a perturbative solution for the Green function, re-
vealing a surprising feature about the interplay between
nonlinear relaxation and noise. We suppose that the
stochastic trajectory x starting at a given initial position
xo can be well approximated by the deterministic trajec-
tory x; starting at the same initial position, =z = x; + dx
with dx small. This approximation is expected to be
valid for short times. The explicit form for x; is given in
Eq. (2). The equation for dz reads:

% = —azf x4 €, (37)
where we neglected terms of order (§x)?. This approxi-
mation is expected to be valid when ((dz)?); < 2. We
conclude that §z is a Gaussian random variable, hence we
need only evaluate its first two moments. Since the initial
condition for the deterministic trajectory is the same as
the initial condition of the stochastic trajectory, we have
that (dz);=0 = 0 and hence (dz); = 0 at all times. For
the second moment ((dx)?);, we find:

d((0)*):
dt

—2a ¢ {(02)%) + 2 (38)
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We conclude that the short time motion corresponds to
the deterministic trajectory, onto which is superimposed

A a—1\ aFT
= (B) i x, TZ(’)/QD 1) g, (35)

a Brownian motion in a harmonic well with spring con-
stant softening as 1/time. This has the following sur-
prising consequence. The Green function is Gaussian in
the short-time limit, but displays two different diffusive
regimes. Indeed, one finds from Eq. (38) that

(52)), :2/0t dr {W} (40)
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where we used the fact that ((6x)?)y—9 = 0. At very
short times, the “ballistic” deterministic dynamics (~ t)
is slow compared to the diffusion induced by the noise
term (~ v/f), and we have a usual diffusive regime:

()%, =2t for a)~* > (a—1)t, (41)

cf. the similar expression in the short-time regime for
linear relaxation, Eq. (20). In the case of nonlinear relax-
ation, for instance a = 3, the time-regime in which this
behavior can be observed is very small for g > 1. For
longer times (but still short enough such that ((§z)?) <
2?), one however finds a second diffusive regime, but with
suppressed diffusion coefficient:

((62)?); = Sa — 11 2t for zi™ < (a—1)t.  (42)

The suppression is by a factor 4 for & = 3 and by a factor
2/7 for a = 5. Note that the cross-over time between the
two regimes is given by the condition 2y = z", that is, the
cross-over time for a given x( is equal to the time needed
for the deterministic dynamics to come down to xy from
infinity, cf. Eq. (3). In particular, the time diverges for
the case of linear relaxation e = 1, and hence this second
diffusive regime ceases to exist in that case.

One can use the short-time Gaussian form for the
Green function to get an approximate solution for dis-
tributed initial conditions, namely:

o —
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where x; is the deterministic trajectory specified in
Eq.(2) and o7 = {(6x)?), as given in Eq. (42). A nu-
merical analysis confirms that this approximation is quite
good in this time regime for large x¢ and, therefore, cor-
rectly reproduces the short time behaviour of the tail
of the distribution. By changing variables xy — x; we
can use the property P (z;)dx; = Py(xo)dro where
Pdet(x;) is the deterministic pdf as given in Eq. (8).
Hence one can explicitly perform the Fourier transform
of Eq. (43):

Pt(x) ~t—0 /dl’o (wo), (43)

o2 5 4
Py(k) = e~ = ¥ Paet (kz,). (44)



It is difficult to obtain exact analytic results valid
for all times, so we next turn to numerical simulations.
These were obtained from the integration of the Fokker-
Planck equation using the numerical method described
in the appendix.

First, we confirm the existence of the two different
diffusive regimes. We numerically evaluate the Green
function starting from the value 9 = 5 for & = 3 and
a = 5. We clearly identify three time regimes. In
the first two time regimes, the Green function is Gaus-
sian, but displays the above predicted switch-over from

a ((0z)%); ~ 2t to a ((6z)%); ~ 2=L2¢ behavior. This is

illustrated in more detail in Fig. 4, where we plot {(6x)2);
as a function of time. The third time regime corresponds
to the relaxation to the steady state, with a saturation
value

o o+l
j‘ 3?26 T Ja+1
— 00

foo efzaJrl/aJrl
—o0

a=3

= 0.675978...,

0.578617..., o =>5. (45)

Second, in Fig. 5 we reproduce the relaxation of an ini-
tial Lorentzian distribution in a potential with @ = 3.
Again, the numerical results are in full agreement with
the analysis given above. We recall that the determin-
istic relaxation projects the entire real axis onto a finite
interval (—z;", x;), with normalizable divergences at the
boundaries. The effect of the additive noise is to wash
out the divergences, leading to Gaussian peaks in the
vicinity of +;, with diffusive spreading described by
Eq.(42), ((6z)%); ~ t/2. Both peaks move in towards
zero relatively slowly, as 1/v/t. This picture is valid for
short to intermediate times. Note also the somewhat
surprising non-monotonic behaviour in time of the prob-
ability density in the vicinity of = 0. Probability mass
first flows out of this region, with the density decreasing
below the Lorentzian values. At a later time, the prob-
ability peaks generated by the deterministic dynamics
from the tails of the initial distribution bring in proba-
bility mass towards the center region, and the probability
density again increases to finally attain its steady state
value, which is above the Lorentzian value. The appear-
ance of the additional peaks is however not a feature
unique to the Lorentzian initial state. It can happen for
other “appropriate” initial distributions. They have to
be such that the initial peak value is below the steady
state value, while the corresponding initial peak steep-
ness is larger than that of the steady state. The latter
condition ensures that probability will initially flatten
with probability leaving the peak region, while the for-
mer one implies that probability mass ultimately has to
return to the peak to restore the steady state value. Both
conditions are met for the initial Lorentzian distribution.

VI. DISCUSSION

A large number of phenomena in science are described
in terms of linear dynamics. Yet, linear relaxation,
& = —x and the concomitant exponential dependence on
time, exp(—t), describe borderline situations when com-
pared to nonlinear dynamics & = —x®, with a # 1. For
example, if an initial condition includes contributions at
xr — 00, the exponential takes an infinitely long time to
bring these contributions down from infinity. Any initial
condition takes forever to reach z = 0. In other words,
any initial contribution that decreases with time takes
an infinite time to reach the final condition. This is no
longer the case when nonlinear relaxation is considered.
Trajectories come down from infinity instantaneously for
an exponent o > 1, while trajectories corresponding to
an exponent o < 1 hit zero in a finite time.

In this paper, we showed that linear dynamics re-
mains a borderline case in the presence of additive noise
(& = —z* + £ with £ Gaussian white noise). We fo-
cused on the comparison between linear relaxation a = 1
and nonlinear relaxation with @ > 1. We found that
linear dynamics will sustain long tails for all times, if
initially present, even though the weight of these tails is
suppressed exponentially in time. Nonlinear relaxation,
however, will instantaneously kill any long tails. As an
unexpected by-product of our analysis, we mention the
discovery of a “second diffusive regime” for noisy nonlin-
ear dynamics. By this we mean the following. The prop-
agator (Green function) for the linear Langevin equation
is exactly Gaussian. The average follows the exponen-
tial decay dictated by the deterministic dynamics. The
variance o2 displays the expected short time diffusive be-
havior 02 = 2Dt, where D is the noise intensity, followed
by saturation towards the steady value for larger times.
For nonlinear dynamics with additive noise, the propaga-
tor is still Gaussian in a short-time regime. The average
again reproduces the (nonlinear) deterministic dynam-
ics. The variance has an interesting behavior different
from that of the linear problem. Apart from the “usual
short time behavior o2 = 2Dt, which the nonlinear prob-
lem also exhibits, another regime of linear dispersion fol-
lows as time increases, but with reduced coefficient, i.e.,
0% = 2Dt with D = D(a — 1)/(3a — 1). This second
regime of “suppressed diffusion” is actually the domi-
nant regime before the saturation to the steady state,
for initial conditions starting sufficiently far away from
zero. The crossover time between the two regimes scales
as x5~ */(1—a), which diverges as a — 1. Therefore, no-
tably, the second regime is completely absent for linear
dynamics.
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Appendix: Numerical integration of Eq. (34)

For the numerical integration of Eq. (34) we have used
a splitting method [23] combining the exact solutions of

J

P(z,t+ h)

P(k,t+h) = e P Pk, t),

where we use the expression in Fourier space for the
stochastic solution. In the numerical method we dis-
cretize space x; = idx, i € [-M +1, M]. Hence, P;(t) ac-
counts for the probability in the whole interval [x;, z;41).
After setting the initial condition P;(¢t = 0), the method
works as follows:

1. Given z;, i € [-M + 1, M], compute z, = x;(1 +
(1-— a)’yhx?fl)ﬁ = a;z;. Find the index i’ =
floor[x}/dx]. (The function floor[z] is defined as the
largest integer less than or equal to the real (pos-
itive or negative) number z). Implement Eq. (46)
using linear interpolation in the interval [z;/, ;41),
namely:

P/(t) = ai [(Pir41(t) — Pu(t)) - (ia; —i') 4+ Pu(t)] . (48)

2. 2) Compute the Fourier transform Pé(t) of P/(t)
with ¢ € [-M + 1, M]. Apply Eq. (47) using

™

~ _ 2 A
Pylt+h) = e PP (), By = T —a.

(49)

Invert the Fourier transform to find P;(t + h).

the purely deterministic (D = 0) and purely stochastic
(v = 0) limits of the equation. They read respectively
(we use the notation P(x,t) for Pi(x))

(1+ (1 = a)yha )T P (a(1 + (1 - a)yha® )™ 1) | (46)

Although this method is accurate only to order O(h),
we have found it more convenient than the use of a finite
difference expression for the partial derivatives and then
a higher order precision integration method, such as 2-nd
order Runge-Kutta. It is known that the von Neumann
stability analysis leads to the Courant-Friedrichs-Lewy
criterion that determines that the time step h should vary
as the square of the spatial discretization step, (dz)?, and
therefore this method requires very small time steps and
large integration times [24]. The splitting method we use,
on the other hand, is able to handle the stiffness of the
deterministic part as well as implementing a very efficient
pseudo-spectral algorithm for the stochastic part.

For the calculations of the Fourier transforms we have
used fast Fourier routines. We typically take M = 216
and dz = 1073, so the interval value for z is approxi-
mately (—65.5,465.5). Depending on initial conditions
we use h = 1073, 107%, 107° and check in every case
that results with smaller values of h do not deviate sig-
nificantly.
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FIG. 1: Time evolution of an initial Lorenzian distribution
Eq. (11) with A = 1 under the deterministic dynamics Eq. (1)
with « = 3,y =1 (t = 0, 0.04, 0.05, 0.10). The initial dis-
tribution ¢ = 0 is shown as a black curve. Time increases
from black to brown (¢ = 0.10). Note the divergences of
the probability distribution at the endpoints of the interval

(—1/v2t,1//2D).

FIG. 2: Convergence of the initial Lorenzian distribution to
the Gaussian distribution under linear Langevin evolution.
The initial distribution is shown as a black curve. Time in-
creases from bottom to top. The dotted curve is the steady
state Gaussian distribution.
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FIG. 3: Tails of the distributions shown in Fig. 2 on a log-
log plot. Dotted lines represent fits: az~2. The amplitude a
decreases exponentially with time as shown in the inset.
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FIG. 4: Plot of the time dependence of the variance ((dz)?); of
the probability distribution P;(z).The numerical results of the
integration of the Fokker-Planck equation Eq. (34)are given
by the red curves , while the dots denote the results of a
direct numerical integration of the Langevin equation using
the stochastic Heun method. Left column: a = 3; right col-
umn: « = 5. The initial condition is a J-function centered
at xo = 5. We clearly see the three regimes predicted by the
theory. Top panels: early time with normal diffusion where
the variance ((6x)?): grows as 2t indicated by green lines, cf.
Eq. (41). Middle panels: intermediate time with a reduced
diffusion, the variance growing as t/2 for @ = 3 and as 4t/7
for a = 5, indicated by green lines, cf. Eq. (42). Bottom:
late time saturation where the asymptotic values, indicated
by green lines, are given by Eq. (45).
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FIG. 5: Probability distribution functions obtained from a nu-
merical integration of the Fokker-Planck equation, Eq.(34),
for « = 3 and v = 1, D = 1 using the method explained
in the appendix. The initial condition is the Lorenztian
distribution Eq. (11) with A = 1. From outwards to in-
wards the curves correspond to ¢t = 0, 0.01, 0.1, 0.5, 1, 10, the
last curve coinciding exactly with the stationary distribution

_z?
Pu(e) = m25e ™ /"
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