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We study macroscopic superpositions in the orbital rather than the spatial degrees of freedom, in a
three-dimensional double-well system. We show that the ensuing dynamics of N interacting excited
ultracold bosons, which in general requires at least eight single-particle modes and

(

N+7

N

)

Fock
vectors, is described by a surprisingly small set of many-body states. An initial state with half the
atoms in each well, and purposely excited in one of them, gives rise to the tunneling of axisymmetric
and transverse vortex structures. We show that transverse vortices tunnel orders of magnitude faster
than axisymmetric ones and are therefore more experimentally accessible. The tunneling process
generates macroscopic superpositions only distinguishable by their orbital properties and within
experimentally realistic times.

I. INTRODUCTION

Orbital physics plays a crucial role in many important
phenomena, like high-temperature superconductivity or
colossal magnetorresistance [1], due to the combination
of orbital degeneracy and anisotropy of the vibrational
states, and its correlation to other attributes, like charge
or spin. Outstanding examples of many-body physics
that can be achieved with orbital or p-band physics in-
clude the XYZ model and its accompanying plethora of
quantum phases and transitions [2]. Recent experiments
explored this role in the physics of ultracold atoms in
three dimensional (3D) optical lattices [3], where this de-
gree of freedom can be separated from those of charge
and spin, and is the origin of properties such as novel
phases or supersolidity [4]. Ultracold atoms are a natu-
ral system for realizing macroscopic superposition (MS)
states [5], but such states have not been experimentally
demonstrated, in part due to their very short decoher-
ence times. In this Article we propose a new kind of MS
state based on orbital properties, a vortex macroscopic

superposition (VMS), which has the potential for greatly
increased decoherence times.
Ultracold bosons in double wells (DWs) are conven-

tionally described by a two-mode approach, i.e., two
ground modes ℓ = 0 localized in either one of the two
wells. If a great part of the population is intentionally
excited to the first energy level [3], the three degener-
ate ℓ = 1 orbital modes localized at each well with z-
component of the angular momentum m = 0,±1 have to
be considered, together with new processes (see Fig. 1).
These excited orbital modes are vortex structures. We
assume that initially the atoms are distributed equally
between both wells, and excited to an orbital mode in
one of them. Then, the vortex tunnels between wells
with a period shorter than the lifetime of a conventional
experiment, while the number occupation of both wells
remains constant. This process is accompanied by the
creation of VMSs. Conventional spatial MSs decohere
after a single interaction with an external particle. We

FIG. 1. (Color online) Schematic of the 3D Double Well
(DW). The eight modes are represented as distorted spher-
ical harmonics (magenta) and the processes among them by
arrows. In the right well, the arrows represent both tunnel-
ing and interacting processes. The blue surface is the DW
equipotential surface.

argue that, in contrast, VMSs must interact with many
particles in order to spatially resolve the presence of the
vortex in one well; thus they are expected to be stronger
against decoherence than other MSs in DWs [6].
Ultracold bosons condensed in the ground modes in

DWs undergo two major processes: in-well interactions
in pairs with energy U or tunneling between wells with
energy J . The phenomena predicted by mean-field ap-
proaches, e.g., macroscopic quantum tunneling and self-
trapping [7], were observed already in experiments [8].
Also, it has been shown that vortices can tunnel in DWs
and that vortex-antivortex MSs can be obtained in a sin-
gle trap [9]. In DWs these MSs are expected in the Fock

regime NU ≫ U ≫ J , with N the number of atoms.
In this regime, mean-field approaches cease to be useful,
and other methods are required, like multiconfigurational
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Hartree methods [10], which are impractical in 3D DWs
for VMSs. A method based on direct diagonalization of
Lipkin-Meshkov-Glick-like Hamiltonians with more than
two modes is used here, because it permits one to treat
the 3D DW, to calculate with more atoms, and to obtain
analytical results with perturbation techniques [11].
This Article is organized as follows. In Sec. II we in-

troduce the eight-mode Hamiltonian and discuss the rel-
evant processes concerning orbital modes. In Sec. III we
discuss the dynamics of vortex macroscopic superposi-
tions. In sec IV we offer our conclusions.

II. HAMILTONIAN

A dilute gas of N ultracold bosons of mass M in-
teracting through two-body interactions with coupling
constant g = 4π~2as/M , with as the s-wave scattering
length, is trapped in a 3D DW potential V (r), consist-
ing in a double well in the z direction and harmonic
transverse potentials. The latter can take any applicable
functional form, for example a Duffing potential, V (z) =
V0(−8z2/a2 + 16z4/a4 + 1) (see equipotential surface in
Fig. 1). We consider a two-level eight single-particle
mode expansion of the field operator in second quanti-
zation (for further details, see Ref. [12]). These modes
are functions localized in each well which we construct
from appropriate combinations of the eigenfunctions of

the single particle Hamiltonian Hsp = − ~
2

2M∇2 + V (r).
The modes located at each well can be described by the
same quantum numbers as the spherical harmonics of a
single well potential: the angular momentum ℓ, its z-
component m, and the level index n. Note that, in con-
trast to spherical harmonics, the actual modes can be
distorted in the z-direction (see Fig. 1). For each well,
we consider only a ground mode and the three modes at
the first excited level of energies, which we name orbital

modes. Therefore, the level index n is redundant with ℓ,
and we omit it in the following. Then, the field operator
can be expressed as

Ψ̂(r) =
∑

j,ℓ,m

b̂jℓmψℓm(r− rj). (1)

where ψℓm(r − rj) are the modes localized at the well
denoted with index j ∈ {1, 2}, whose minima is located
at position rj . Here, ℓ = 0 and m = 0 for the ground
mode and ℓ = 1 and m = −1, 0, 1 for the orbital modes.

The operators b̂jℓm obey bosonic commutation relations.

This procedure yields the Hamiltonian [12, 13]

Ĥ ≡
∑

ℓm

Ĥℓm + Ĥint , (2)

with

Hℓm = Uℓm

∑

j n̂jℓm(n̂jℓm − 1)

−Jℓm
∑

j′ 6=j b̂
†
jℓmb̂j′ℓm +

∑

j Eℓn̂jℓm ,
(3)

where n̂jℓm = b̂†jℓmb̂jℓm is the number operator. On the

other hand Ĥint = Ĥm
inter + Ĥintra is given by

Ĥm
inter ≡ U1m

00

∑

j [(b̂
†
j00)

2 b̂j1mb̂j1−m + h.c.]
+4U1m

00

∑

j n̂j00 n̂j1m,
(4)

Ĥintra ≡ U11
10

∑

j [(b̂
†
j10)

2b̂j11b̂j1−1 + h.c.]

+2U11
10

∑

j n̂j10 (n̂j11 + n̂j1−1) + 2U11
11

∑

j(n̂j11n̂j1−1),

(5)
All the coefficients in this Hamiltonian are obtained from
integrals over the on-site localized modes ψℓm(r− rj), as
follows:

Jℓm=−
∫

d3rψ∗
ℓm(r−rj)Hsp ψℓm(r+rj), (6)

and

U ℓm
ℓ′m′ =

g

2

∫

d3r |ψℓm(r)|2|ψℓ′m′(r)|2. (7)

Note that these coefficients are not independent. Indeed,
if the modes are approximated by the spherical harmon-
ics, expressions for the relationships among them can
be obtained, but the validity of these expressions is re-
stricted to certain regimes (see [12]). In obtaining Hamil-
tonian (2) we have neglected the terms that involved in-
teractions between atoms in different wells, which are
negligible for larger barrier heights, as interest us here
for the Fock regime and creation of macroscopic vortex
superposition states. We also assumed sufficiently small
interactions that only single-particle modes of angular
momentum up to ℓ = 1 are required. To slightly sim-
plify the notation we denote the interaction coefficients
for atoms with the same ℓ and m, U ℓm

ℓm , as Uℓm. Finally,
Eℓ is the energy at level ℓ.
Hamiltonian (2) has a part, denoted as Hℓm and given

by Eq. (3), which involves only interacting and tunneling
terms between atoms with the same ℓ and m. These tun-
neling and interaction processes are analogous to those
found in a Bose-Hubbard Hamiltonian. In contrast, the
second part, given by Ĥint and Eqs. (4) and (5), involves
transitions between modes with different ℓ and m, and
are the double-well analog of a Bose-Hubbard model ex-
tended to the p-band of a 3D optical lattice. They are
also have some terms loosely analogous to spin-1 bosons
in the s-band Bose-Hubbard model. Equation (4) with
m = 0 accounts for zero-vorticity interlevel transitions

which excite two atoms in the ground mode to an orbital
mode with m = 0, or vice versa, with an energy U10

00 . For
m = ±1, Eq. (4) accounts for vortex-antivortex interlevel

transitions, in which two atoms are excited to (or decay
from) an orbital mode with m 6= 0, each with a different
sign of m, with energy U11

00 . Equation (5) accounts for a
third process, the vortex-antivortex intralevel transition,
in which two excited atoms with m = 0 can generate a
pair of atoms with m = ±1 (each with different sign of
m), or vice versa, with energy U11

10 . All tunneling, in-
teraction and transition processes are sketched in Fig. 1.
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Notice that the 3D DW shows cylindrical symmetry with
respect to the z axis, and two-fold Z2 symmetry, or even
parity, in the transverse directions. Thus the z compo-
nent of the angular momentum, Lz =

∑

mn̂j1m, is con-
served, while, in general, the angular momentum L

2 is
not (see Appendix A for an expression of this operator
in second quantized language).

III. TUNNELING OF VORTICES IN A
THREE-DIMENSIONAL DOUBLE WELL WITH

ZERO POPULATION IMBALANCE

We focus on the Fock regime, where the interactions
dominate the tunneling, ζℓm ≡ Jℓm/Uℓm ≪ 1. We fur-

ther assume that χ ≡ N max ℓmℓ′m′ [U ℓ′m′

ℓm ]/∆E ≪ 1,
with ∆E = E1 − E0, so the eight-mode single-particle
approximation is accurate [12]. A value of χ smaller but
of the order of 1 is compatible with this model if the dif-
ference with the next energy level, that is ∆E′ = E2−E1,
is much larger than ∆E. This can be realized with
potential wells which are clearly anharmonic. In the
numerical examples provided we only specify U00, ζ00,
J10/J00, and χ. The undetermined coefficients U ℓm

ℓ′m′ are
calculated by using the spherical harmonic approxima-
tion for the modes in Eq. (7), because a relationship be-
tween all these coefficients and U00 can be obtained, as
detailed in [12]. We expand our states ψ in terms of

the Fock basis, |ψ〉 =
∑Ω

i=0 ci|i〉, where the Fock space

has dimension Ω =
(

N+7
N

)

and |i〉 = ⊗jℓm|n(i)
jℓm〉, with

|n(i)
jℓm〉 = (n

(i)
jℓm!)−1/2(b̂†jℓm)n

(i)
jℓm |0〉 (see Appendix B).

No tunneling process occurs when all atoms are in the
ground modes with zero population imbalance, i.e., the
same occupation of both wells. If the atoms in one well
are experimentally [15, 16] orbitally excited, vortex struc-
tures tunnel between wells, creating VMSs. There are
two cases: either (i) the vortex is axisymmetric and lies
in the z-direction, i.e.,m = ±1; or (ii) the vortex is trans-
verse, and lies in the transverse plane showing m = 0.
Other limiting cases are discussed in [14]. Figures 5 (a)
and (b) of Appendix B show a schematic of the initial
axisymmetric and transverse vortex states.

A. Axisymmetric Vortex

The initial state is |i〉 with n
(i)
100 = N/2 and n

(i)
211 =

N/2. Thus half of the atoms are localized in well j = 1
with ℓ = 0, m = 0, and the other half excited in well
j = 2 to an orbital with ℓ = 1, m = 1 [see Fig. 5 (a)].
We use high order perturbation theory to analyze the
spectra of the two-level Hamiltonian, the perturbing part
being the hopping and transition processes. We obtain
quasidegenerate paired eigenvectors, ψ± = (1/

√
2)(|i〉 ±

|j〉), with n
(j)
200 = N/2 and n

(j)
111 = N/2, and splitting

Ci

i

(b)(a)

(c)

(d)

i

Ci

FIG. 2. (Color online) Axisymmetric and transverse vortex
tunneling. (a) Average occupation of well j = 1 for unexcited
atoms (red solid curve) and excited atoms in an axisymmetric
vortex with m = 1 (blue dash-dotted curve). (b) Probability
densities Pi(t) showing the dominant Fock vectors i contribut-
ing to dynamics. The excited and unexcited atoms slosh be-
tween wells with the same period. (c) Average occupation of
well j = 1 for excited atoms with m = 0 (blue thin curve),
and with m = 1 (red thick curve) for the transverse vortex.
(d) Probability densities showing that two many-body Fock
vectors dominate the dynamics. The small coupling to an ex-
tra pair of vectors is due to the vortex-antivortex intralevel
transitions.

given by

∆ε±1 = 2(N/2!)2J
N/2
00 J

N/2
11 Ũa , (8)

Ũa =
1
∑

i1=0

1
∑

i2=0

. . .
1
∑

iN−1=0

N−1
∏

j=1

Ua

(

j
∑

k=1

ik, j −
j
∑

k=1

ik

)

,

Ua(n, p) = (−1)(n+p) {U002n[N/2− n] + U112p[N/2− p]

− 4U11
00 [N/2(n+ p)− 2np]

}−1
,

with N/2 − 1 ≤ ∑N−1
j=1 ij ≤ N/2 (see Appendix C for

the derivation of this expression). We validated Eq. (8)
for small N in simulations, and note that, despite the
complex sums and lack of a simple expansion, the essen-
tial scaling is ∆ε±1 ∼ U00(J00J11)

N/2/[N !(U00)
N ], since

U00 ∼ U11
00 ∼ U11 up to factors of order unity.

The system oscillates between states |i〉 and |j〉, with
period T = 2π~/∆ε±1. Thus, half of the atoms remain
non-excited and the other half excited with m = 1, both
populations sloshing between wells with periodic aver-
age occupations, n̄jℓm(t) = 〈ψ(t)|n̂jℓm|ψ(t)〉. The quan-
tum dynamics calculated via numerical exact diagonal-
ization [17] is shown in Fig. 2(a), for U00 = 1, ζ00 = 1/5,
J10/J00 = 5, and χ = 1/10. We simulated from N = 1
to 12, and we discuss in Appendix B the time cost of our
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(a) (b)

(d)

(c)

FIG. 3. (Color online) Entropies and angular momentum
for the axisymmetric and transverse vortices. (a) Spatial
(blue thick curve) and angular momentum for m = 1 (red
thin curve) entanglement entropy normalized to their maxi-
mal possible value, for the axisymetric vortex. (b) Same for
the transverse vortex, with angular momentum entropy for
m = 0. (c) For the axisymmetric vortex, the total L2 (blue
dash-dotted curve) and Lz (red solid curve) are conserved,
while on-site Lz (black dashed curve) is not. (d) For the
transverse vortex, both total Lz and on-site Lz (superposed)
are conserved, while total L2 is not.

algorithm as N is increased. Here we illustrate N = 8
as the case of unit filling (one atom per mode) is in-
triguing. We emphasize that our analytical results are
valid for arbitrary N . The probabilities P211(t) of find-
ing N/2 excited atoms in well j = 2 with m = 1 and
P100(t) of finding the other N/2 non-excited in well j = 1
are equal, P211(t) = P100(t) = cos2(∆ε1t/2~). At the
quarter period P211(t) = P111(t) = 1/2 and similarly
for the atoms in the ground modes. Then, the half of
initially excited atoms with m = 1 and the non-excited
other half have, at T/4, equal probability to occupy both
wells. This is a VMS in the z-component of the angu-
lar momentum. Figure 2(b) plots the probability den-
sity in time, |ci(t)|2, for the Fock vectors labeled with
index i. Here all |ci(t)|2 are negligible in time, except
for i = 461 and j = 545, corresponding to the vec-
tors |i〉 and |j〉, respectively (see Appendix B for the
ordering of index i). At t = T/4 both coefficients are

1/
√
2, showing that the system is in a VMS. In the

numerical results depicted in Fig. 2(b) there is a small
coupling to two nearby vectors in Fock space, one with

n
(i′)
100 = n

(i′)
211 = N/2 − 1 and n

(i′)
200 = n

(i′)
111 = 1 while the

other has n
(j′)
200 = n

(j′)
111 = N/2 − 1 and n

(j′)
100 = n

(j′)
211 = 1.

The reason is that, for the parameters chosen, the tun-
neling energy is not much smaller than the energy gap

20 40 60

−10

−8

−6

−4

−2

0

2

lo
g
1
0
(∆
ε 1
)
,
lo
g
1
0
(∆
ε 0
)

ζ
00

-1

FIG. 4. (Color online) Energy splittings for vortex macro-
scopic superpositions (VMSs). Axisymmetric (analytical:
solid blue curve; numerical: blue crosses) and transverse [ana-
lytical: dashed (small 1/ζ limit), dotted (large 1/ζ limit with
χ = 1/80), and dash-dotted (same with χ = 1/10) red curves;
numerical: asterisks (χ = 1/80) and circles (χ = 1/10)] en-
ergy splittings. In the transverse case there are two limits:
small and large 1/ζ. The analytical small 1/ζ limit does not
depend on χ. The analytical large 1/ζ limit depends on χ.

with the quasi-degenerate pair ψ′
± = (1/

√
2)(|i′〉 ± |j′〉),

which is of the order of U00. Then, this coupling is
highly suppressed as ζ00 is reduced. Since we consider
only pure states, the VMS has zero total quantum von
Neumann entropy. However, the local entanglement or
von Neumann entropy both in space and angular mo-
mentum are non-zero: the partial trace over the four
modes in well j = 1, or alternately, over all modes but
ℓ = 1,m = ±1, yields algebraically complex expressions
for Sj=1 and Sm=±1, not shown here for brevity [14]. We
normalize both entropies to their maximal possible value,
which coincide because we trace over the same number
of modes, and plot the results in Fig. 3(a). Both show a
maximum at T/4, when the VMS occurs. Finally, both
L
2 and Lz are conserved, while the on-site Lz , where

j is restricted to one well, oscillates with period T [see
Fig. 3(c)].

B. Transverse Vortex

Initially the excited atoms in one well have m = 0,

i.e., the initial state |i〉 has n
(i)
200 = n

(i)
110 = N/2 [see

Fig. 5 (b)]. Then, the intralevel vortex-antivortex tran-
sitions create atoms with m = ±1 from excited atoms
with m = 0. Using perturbation theory we find that the
relevant Fock vectors include not only |i〉 and |j〉 (with

n
(j)
100 = n

(j)
210 = N/2), but also, due to this process, the

vectors |k〉 and |l〉, with n(k)
100 = N/2, n

(k)
210 = N/2−2, and

n
(k)
21±1 = 1; and with n

(l)
200 = N/2, n

(l)
110 = N/2 − 2, and

n
(l)
11±1 = 1 [see Appendix C and Fig. 5 (c)]. Thus despite
(

N+7
N

)

Fock vectors, the dynamics is dominated by com-
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binations of just four of them, the quasidegenerate pairs
ψ± = α|i〉 ± α|j〉 + β|k〉 ± β|l〉, with splitting ∆ε0, and
φ± = ∓β|i〉−β|j〉±α|k〉+α|l〉, with splitting ∆ε′0. Per-
turbation theory shows that α ≫ β and all couplings to
other Fock vectors are negligible [14]. We find the average
number of atoms in the well j = 2 in a transverse vor-
tex to be 〈n200〉 = 2C(1− cos∆ε0t)+ 2C′(1− cos∆ε′0t) ,
where ~ = 1, C = α2N(α2 + β2), C′ = β2N(α2 + β2),
and C ≫ C′ since α ≫ β. In Fig. 2 we present the
evolution of (c) the average occupation of well j = 1 for
excited atoms either with m = 0 or m = 1, and (d) the
probability density |ci(t)|2, when U00 = 1, ζ00 = 10−2,
J10/J00 = 5, and χ = 1/10. Even deep in the Fock
regime (very small ζ), β remains around 5% of α. This
coupling to the pair φ± is due to the vortex-antivortex
intralevel transitions. As this process depends on the in-
teractions, it is not negligible even for very small ζ, in
contrast to Fig. 2 (b). This four eigenvector problem
leads to a quasiperiodic motion in which the two rele-
vant frequencies are proportional to the splittings, with
a very small modulation due to the small coupling to |k〉
and |l〉. The von Neumann entropies Sj=1 and Sm=0,
the latter obtained from the partial trace over all modes
but ℓ = 1,m = 0, are shown in Fig. 3(b). Both are nor-
malized to their maximal possible value, which for Sm=0

differs from Sj=1 and Sm=±1, because we trace only over
two modes. Now, the atoms tunnel between both wells
with the same period, creating a transverse VMS, and
vortex-antivortex pairs are rapidly created and annihi-
lated during evolution. Finally, while L2 is not constant,
both total and on-site Lz are conserved, since the atoms
with m = ±1 are created in pairs [see Fig. 3(d)].
The splittings can be obtained using perturbation the-

ory. There are two possible scenarios. First, if ζ00 is
bigger than χ, the splitting is given by Eq. (8) upon sub-
stitution of J11 by J10, U11 by U10, and U11

00 by U10
00 .

Second, if ζ00 is much smaller than χ, the coupling be-
tween |i〉 and |j〉 is due to the zero-vorticity interlevel
transitions. Then, this splitting is

∆ε0 = 2(N/2) (N/2!)
2 (
U10
00

)N/2
Ũt , (9)

Ut(n, p) = {U00[4n(N/2− n)− 2n− 2p(2p− 1)]+

U10[4p(N/2− p− 1

2
)− 2n(2n− 1)] + 2(p− n)∆E}−1 ,

with Ũt = Ũa from Eq. (8) with Ua(n, p) re-
placed by Ut(n, p), and the ij running only to j =
N/2 − 1. Here, the essential scaling is ∆ε0 ∼
U00(N/2)!(U

11
00 )

N/2/[N(N − 1)(∆E U00)
N/4].

C. Comparison between the tunneling of
axisymmetric and transverse vortices

In Fig. 4 we show the splitting, both for the axisym-
metric and transverse vortices, for N = 8 and different
ζ00. The axisymmetric splitting is smaller than the trans-
verse splitting, and the analytical approach shows good

agreement with the numerical calculation: thus trans-
verse vortices tunnel faster; moreover, an axisymmetric
vortex will require stirring or phase imprinting the bosons
localized in one well [15], which may encounter practical
difficulties, as it has to be stirred in the axial direction
of the 3D DW double-well to generate the vortex only in
one well. On the contrary, the transverse vortex only re-
quires vibrating one well in the transverse direction, as is
done in the experiments reported in [16], which make
it technically easier to make in an experiment. Note
also that the potential wells realized in these experiments
are anharmonic, thus permitting the eight-mode Hamil-
tonian to be valid for larger values of χ. We also plot
the analytical calculation for the transverse vortex split-
ting. The numerical calculation shows good agreement
with the curve obtained from Eq. (8) for small 1/ζ00. For
large 1/ζ00, the splitting tends to an asymptotic value,
given by Eq. (9), which is increased for larger values of χ.
Let us remark that the coupling between |i〉 and |j〉 only
due to the zero-vorticity interlevel transitions occur when
N/2 is even. For N/2 or N odd, the coupling requires
also the tunneling process, and since in this regime Jℓm
is very small, ∆ε0 is much smaller than the one given by
Eq. (9). For example, for ζ = 10−2 and χ = 1/10, we ob-
tain ∆ε0 = 5.7×10−5 for N = 8, while ∆ε0 = 3.8×10−9

and ∆ε0 = 3.2×10−11 forN = 7 andN = 9, respectively.

D. Experimental feasibility

Let us obtain the period of oscillation for typical
experiments with ω = 2π × 70 Hz to 7 Khz with
∆E = ~ω. Taking χ = 1/2 we obtain U00 =
χ∆E/N = (0.125 to 12.5)~ Khz, which for ζ00 = 1/100
gives J00 = (1.25 to 125)~ Hz. Then we obtain ∆ε ≈
7 × (10−3 to 10−1)~ kHz, which gives a period of oscilla-
tion T = 2π~/∆ε = 1 to 0.01 s (an oscillation frequency
of 1 to 100 Hz). MSs will be observable in an experi-
ment if this time is shorter than the decoherence time.
Conventional NOON states, where all atoms occupy si-
multaneously both wells, are fragile against decoherence
processes, e.g. induced by imperfections of the poten-
tial [11], spontaneous emission, or the thermal cloud [6],
since they decohere after a single interaction. A thor-
ough study of decoherence will require the solution of a
Master equation, which is out of the scope of this pa-
per. Nevertheless, conventional environments and their
interaction with the system do not include terms that dis-
tinguish between angular properties, but only densities.
This indicates longer decoherence times, as the vortex
core has to be resolved to make the VMS collapse, this
core being the volume at which the vortex single-particle
eigenfunction is negligible. The number of interactions is
proportional to the total core volume times the number
density of the condensate in that region. For example,
scaling up to a larger condensate, for typical condensate
densities of 1013cm−3, and a core area of a healing length
of (0.5µm)2 times a transverse dimension of 10 µm the
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VMS decoherence time will be 125 times larger than for
conventional MSs. For our 8 atom case we expect deco-
herence times to be at least 3 to 4 times longer. The back-
of-the-envelope calculation provided here suggesting that
VMSs have significantly longer decoherence times than
conventional NOON states requires further study with
non-equilibrium open-quantum-system methods to pro-
vide quantitative predictions and account for all forms of
decoherence and measurement. For example, small dif-
ferences in the relative cloud size between wells may also
lead to some level of distinguishability, which neverthe-
less we expect to be much better than for conventional
NOON states.

IV. CONCLUSIONS

In conclusion, we have shown that an initial homoge-
neous distribution of atoms in a double well potential,
excited in one of them to an orbital with m = ±1 (ax-
isymmetric vortex) or m = 0 (transverse vortex) evolves
in time to vortex macroscopic superposition states which
are only distinguishable by their angular properties. The
possibility of observing these superpositions in experi-
mentally realistic conditions required that the interac-
tions were large enough as to make the transitions gov-
erned by the interactions U10

00 for the transverse vortex
to be the more relevant process in the system. We noted
that, in the Fock regime considered here, the tunneling
terms J00 and J10 are too small to generate these super-
positions dynamically. This required that the energy dif-
ference between levels, ∆E, had to be small enough when
compared with U10

00 . Also, to make this transition possi-
ble in realistic times, the number of atoms N cannot be
so large as to make the period of oscillation T too long.
As an example, we detailed some possible values of all
the parameters in a realistic experiment which will per-
mit to observe this superposition. This is a new route for
the realization of macroscopic superposition states with
ultracold atoms in double wells with potentially much
longer decoherence times.
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Appendix A: Total and z -component angular
momentum operators

The operator for the z-component of the angular mo-
mentum is given by

L̂z =
∑

j,m

mn̂j1m , (A1)

Notice that it is not necessary to sum over ℓ because
m = 0 for ℓ = 0. Thus, L̂z is given by the total number
of particles with m 6= 0 in both wells. The projection
of the angular momentum on the z axis is conserved in

the system,
[

Ĥ, L̂z

]

= 0, due to the cylindrical symme-

try of the double well with respect to the z axis. This
conservation means processes in the Hamiltonian chang-
ing m for single atoms must do so in pairs. For exam-
ple, the vortex-antivortex inter- and intralevel transitions
create/annihilate a pair of atoms with m 6= 0, one with
m = 1 the other with m = −1 [see Eqs. (4) and (5)].
Note that, if the initial state is a Fock vector with an
odd number of atoms with m 6= 0, this will only imply
an initial odd value of L̂z which will be conserved under
time evolution.
On the other hand, the total angular momentum op-

erator can be expressed as

L̂2 = L̂2
z +

1

2

(

L̂+L̂− + L̂−L̂+

)

, (A2)

where the ladder angular momentum operators L± are

L̂+ =
√
2
∑

j

b̂†j11b̂j10 +
√
2
∑

j

b̂†j10b̂j1−1 (A3)

L̂− =
√
2
∑

j

b̂†j1−1b̂j10 +
√
2
∑

j

b̂†j10b̂j11 , (A4)

and then

L̂2 =





∑

jm=±1

n̂j1m





2

+
∑

jm=±1

[

n̂j00 (1 + n̂j1m)

+ n̂j1m (1 + n̂j10)
]

+ 2
∑

m=±1

[

b̂†110b̂
†
210b̂11mb̂21−m

+ b̂†110b̂
†
21mb̂11mb̂21m

]

+ 2
∑

j

(

b̂†j10

)2

b̂j11b̂j1−1 + h.c.

(A5)

Due to the symmetry of the potential V (r), the total

angular momentum is not conserved,
[

Ĥ, L̂2
]

6= 0. The

z component of the angular momentum in well j is

L̂z,j =
∑

m

mb̂†j1mb̂j1m, (A6)

while the total angular momentum operator of a single
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well (under our approximation of only two levels) is [18]:

L̂2
j = (n̂j11 − n̂j1−1)

2
+
∑

m=±1

[

n̂j10 (1 + n̂j1m)

+ n̂j1m (1 + n̂j10)
]

+ 2
(

b̂†j10

)2

b̂j11b̂j1−1 + h.c. . (A7)

Appendix B: Regimes, Fock vectors, and cases of
study

In this paper we focus on the Fock regime, that is,
we assume ζℓm = Jℓm/Uℓm ≪ 1 for all ℓ and m con-
sidered. We also assume that the separation between
the two levels is bigger than the interaction energies of
the atoms, χ ≡ N max ℓmℓ′m′ [U ℓ′m′

ℓm ]/∆E ≪ 1, in order
to avoid exciting higher orbital modes. We consider a
separable potential V (x) = V (x) + V (y) + V (z), where
the 1D potentials in the x and y directions are harmonic
ones, and the 1D potential in the z direction is a double
well. This potential is characterized by a barrier height
V0 and a distance between wells a (we use this notation
because, very loosely speaking, the double well can be
thought of as a two-site lattice, and the orbital modes as
Wannier functions in the p-band). These two parameters,
together with the coupling constant, determine all coeffi-
cients Jℓm, U ℓm

ℓ′m′ , and the energy difference between lev-
els ∆E. For our calculations we consider a Duffing poten-
tial in the z direction, V (z) = V0(−8z2/a2+16z4/a4+1).
Let us consider the Fock vectors

|i〉 =
⊗

jℓm

|n(i)
jℓm〉, (B1)

with |n(i)
jℓm〉 ≡ (n

(i)
jℓm!)−1/2(b̂†jℓm)n

(i)
jℓm |0〉. These Fock vec-

tors account for all possible combinations of N atoms
in the eight modes. The number of combinations is
Ω = [(N + 7)!]/[(N !)(7!)], and therefore the dimension
of the corresponding Hilbert space. Considering the bi-
nomial coefficient, one observes that typical expansions
in powers of N using Stirling’s approximation of

(

N+m
N

)

only become reasonably accurate for N ≫ m2, which
is not the case in systems we consider; therefore the di-
mension is best expressed by the choose symbol itself.
Then, we expand the ground state |ψ〉 of the two-level
eight-mode Hamiltonian in terms of these Fock vectors

|ψ〉 =∑Ω
i=0 ci|i〉. We choose the Fock index i to increase

with the occupation of well j = 1 of the ground mode,
and then with the occupation of orbital modes. Then,
the first N + 1 Fock vectors have index i = 1 + n100.
Only one atom occupies the orbital modes for the next
the next 6N vectors, which is the total number of combi-
nation of N − 1 atoms in both wells in the ground mode
and one atom orbital modes with m = −1, 0, 1, in two
wells. For this first set of states excited to the orbital
modes, the Fock index is

i =2 + n100 +N

[

∑

m

n11m + (2N10 + 4N11 + 1)

]

FIG. 5. Schematic of the Fock vectors. Red circles represent
atoms. (a) and (b) represent the Fock vectors that correspond
to the initial conditions for the axisymmetric and transverse
cases, respectively. (c) represents the Fock vector to which
the transverse vortex is coupled along evolution due to the
creation/annihilation of vortex/antivortex pairs.

where Nℓm is the number of atoms at level ℓ with z-
component of the angular momentumm. The Fock index
i increases further with all combinations ofNe = 2, . . . , N
atoms occupying the orbital modes and N −Ne atoms in
the ground modes.

Under these conditions we study the dynamics when
initially half of the atoms are in the ground mode located
in one of the wells, while the other half is in the other well
occupying an orbital mode with m = ±1 (axisymmetric
vortex case) or with m = 0 (transverse vortex case). The
two possible initial states, which correspond to Fock vec-
tors, are schematically represented in Fig. 5 (a) and (b),
respectively. Our numerical results are obtained after
direct diagonalization of Hamiltonian (2).

The dimension of the Hamiltonian is Ω2, and exact di-
agonalization has a compute time cost of Ω3. As we pre-
diagonalize our Hamiltonian matrix elements and then
exponentiate, time evolution requires just the number of
time steps Nt. Then the total compute time is Ω3Nt.
We also enforce parity of our eigenstates, as is vital in
the Fock regime, where the splitting between symmetric
and antisymmetric near-degenerate eigenstates is expo-
nentially small and far beneath the computer’s numer-
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FIG. 6. Logarithm of the time cost (in seconds) of the ex-
act diagonalization algorithm as a function of the logarithm
dimension of the Hilbert space Ω. Crosses correspond to the
numerical calculation for N = 4 to N = 12 atoms. Solid line
corresponds to the fitting to a straight line of slope 2.9, thus
showing the O

(

Ω3
)

behavior.

ical resolution. In Fig. 6 we show the actual time cost
of our algorithm for N = 2 to N = 12 (not including
the trivial time evolution cost Nt), and fit a polynomial
in Ω3; deviations from the Ω3 scaling are due to other
operations in our code, including enforcement of parity.
In the paper we focused on unit filling N = 8 as the
most interesting case (here one particle per mode, not
just per site), as this is often a good starting place for
lattice-type problems, but we have simulated all possibil-
ities from N = 2 to N = 12, as we will present in future
work. We emphasize that although our Hamiltonian is
sparse, complete diagonalization even of a sparse matrix
does require Ω3 operations; an efficient use of Lanczos
or other methods to obtain just a few eigenmodes would
not obtain the highly excited states we need for our dy-
namics. One could consider building on our perturbation
theory to include successive sets of highly excited eigen-
states of correct parity, develop a reduced effective basis,
and thereby numerically reach large numbers of atoms
N ≫ 12. Such an approach may or may not be effective;
we know from matrix-product-state methods that when
dealing with a quantum quench, for example, perturba-
tion theory will not suffice, and it is generally necessary
in quantum entangled dynamics to have a time-adaptive
approach, not a fixed basis. Multiconfigurational Hartree
methods offer another possibility, in which we could re-
lax the requirement of only occupying up to the ℓ = 1
single-particle first excited orbital modes; however, such
methods can scale badly in 3D. We will consider an opti-
mized perturbative approach as well as other numerical
approaches for the dynamics in future work. For the pur-
poses of this paper, straightforward exact diagonalization
suffices to examine the unit filling case.

Appendix C: Perturbation theory

In the Fock regime ζℓm = Jℓm/Uℓm ≪ 1 we can con-
sider all tunneling terms in Eq. (3), that is

ĤJ =Jℓm
∑

j′ 6=j

[

b̂†jℓmb̂j′ℓm + h.c.,
]

(C1)

as a perturbing Hamiltonian. Also, since we assume
χ ≡ N max ℓmℓ′m′ [U ℓ′m′

ℓm ]/∆E ≪ 1 we can consider all
interlevel coupling terms as a perturbation as well. This
part of the Hamiltonian includes, first, the zero-vorticity
interlevel and the vortex-antivortex interlevel transitions

ĤU00
1m

=
∑

j,m′′

U00
1m′′

[

(

b̂†j00

)2

b̂j1m′′ b̂j1−m′′ + h.c.

]

. (C2)

Secondly, it also includes the vortex-antivortex intralevel
transitions

ĤU10
11

=
∑

j,m

δℓ1(1 − δm0)U
10
11

[

(

b̂†j10

)2

b̂j11b̂j1−1 + h.c.

]

.

(C3)
In the following, we describe the perturbation theory for
two cases: (i) the axisymmetric vortex and (ii) the trans-
verse vortex, both discussed in the main text. For (i)
only the tunneling processes given by Eq. (C1) are rel-
evant. For (ii), the zero-vorticity interlevel transitions
in Eq. (C2) and the vortex-antivortex intralevel transi-
tions in Eq. (C3) are also relevant. Both transitions are
described in the main text.

Case (i): Axisymmetric Vortex

For N even, the initial condition is the Fock vector

|i〉 with n
(i)
100 = N/2 and n

(i)
211 = N/2, and all other sin-

gle particle modes unoccupied (see Fig 5a). This Fock
vector is an eigenstate of the unperturbed Hamiltonian

degenerate with the Fock vector |j〉 with n
(j)
200 = N/2

and n
(j)
111 = N/2. For N odd, one can consider an ex-

tra atom in the ground mode [n
(i)
100 = (N + 1)/2 and

n
(i)
211 = (N−1)/2] or in the excited one [n

(i)
100 = (N−1)/2

and n
(i)
211 = (N+1)/2]. For the axisymmetric vortex case,

the perturbing Hamiltonians Eqs. (C2) and (C3) do not
play any role, because the matrix elements corresponding
to vectors |i〉 and |j〉 are zero. Then, the degenerate per-
turbation theory depends only on the tunneling processes

described by Eq. (C1), and particularly on b̂†j00b̂j′00 and

b̂†j11b̂j′11. For N even, the non-zero matrix element is ob-

tained when both operators are applied N/2 times, thus
giving a numerator of the corrections to the eigenener-

gies proportional to (N/2!)2J
N/2
00 J

N/2
11 . For N odd this

numerator is [(N + 1)/2!][(N − 1)/2!]J
(N±1)/2
00 J

(N∓1)/2
11 ,

where the upper (lower) sign applies if the extra atom is
in the ground (excited) mode. For obtaining the denom-
inator one has to consider all possible different orders in
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which these two operators can be applied, and the differ-
ence between the energies of the corresponding Fock vec-
tors, which are the eigenstates of the unperturbed Hamil-
tonian. For example, for N = 4 the correction is

∆ǫ±1 =
4J2

00J
2
11

(U00 + 4U00
11 ) 8U

11
00 (U11 + 4U00

11 )
.

For bigger values of N the expressions become large but
can be shortcut as

∆ε±1 = 2(N/2!)2J
N/2
00 J

N/2
11 Ũa , (C4)

with Ũa defined in Eq. (8) in the main text. The corre-

sponding eigenstates are (|i〉 ± |j〉) /
√
2. For N odd the

expression for Ua(n, p) has to be adjusted to

Uodd
a (n, p)=(−1)(n+p) {U002n[(N ± 1)/2−n]
+ U112p[(N ∓ 1)/2−p]
− 4U11

00 [(N ± 1)n/2 + (N ∓ 1)p/2−2np]
}−1

,

with (N + 1)/2− 1 ≤∑N−1
j=1 ij ≤ (N + 1)/2. The upper

(lower) sign applies if the extra atom is in the ground
(excited) modes.

Case (ii): Transverse Vortex

The initial condition is the Fock vector |i〉 with n(i)
100 =

N/2 and n
(i)
210 = N/2, depicted in Fig. 5 (b). We assume

N/2 even in this case. This Fock vector is an eigen-
state of the unperturbed Hamiltonian degenerate with

the Fock vector |j〉 with n
(j)
200 = N/2 and n

(j)
110 = N/2.

Now, there are two different processes in the perturb-
ing Hamiltonian that give non-zero contributions to the
perturbation. One is, as in case (i), the tunneling terms

b̂†j00b̂j′00 and b̂†j10b̂j′10, which leads to an expression of
the tunneling analogous to the previous one

∆ε0 = 2(N/2!)2J
N/2
00 J

N/2
10 Ũa , (C5)

with Ũa defined as in Eq. (8) in the main text. The
other process is due to the zero-vorticity interlevel tran-

sitions
(

b̂†j00

)2

b̂j10b̂j10 + h.c. from the perturbing Hamil-

tonian (C2). Since this process has to be applied in

both wells, this leads to a numerator proportional to

(N/2)!
(

U10
00

)N/2
. Again, to obtain the denominator one

has to consider all possible orders of applying this oper-
ator in each well. For N = 4 this gives the splitting

∆ǫ′0 = 8

(

U10
00

)2

U00 − U11 −∆E
.

For higher values of N it is convenient to obtain a more
compact expression of the splitting

∆ε′0 = 2(N/2) (N/2!)
2 (
U10
00

)N/2
Ũt , (C6)

with Ũt defined as in Eq. (9) in the main text. Depending
on the values of J00, J10, and U

10
00 /∆E the coupling can

be dominated by tunneling or interactions. If ζ00 is big-
ger than χ, expression (C5) holds for the splitting while
in the other case, expression (C6) holds; if ζ00 ≃ χ, the
perturbation theory becomes more complicated, and we
omit the expressions for brevity. Finally, the eigenstates
are a combination of |i〉 and |j〉 with two other vectors

|k〉 and |l〉, where n
(k)
100 = N/2, n

(k)
210 = N/2 − 2, and

n
(k)
21±1 = 1; and with n

(l)
200 = N/2, n

(l)
110 = N/2 − 2, and

n
(l)
11±1 = 1. Vector |k〉 is represented in Fig. 5 (c). The

coupling to these two vectors is a consequence of the pres-
ence of term (C3) in the perturbing Hamiltonian, which
we termed as the vortex-antivortex intralevel transitions
in the main text. This coupling is given by

cU =

√

N/2
√

N/2− 1U11
10

U10(2N − 6)− 2U11 − 4(N/2− 2)U11
10

. (C7)

Then, the eigenstates can be written as ψ± = α|i〉 ±
α|j〉+ β|k〉 ± β|l〉 with α = 1/

√

2 + 2c2U and β = dcU .

Finally, for N/2 or N odd , Eq. (C6) does not
hold, because the zero-vorticity interlevel transitions cre-
ate/annihilate atoms in pairs. Then, to couple vector
|i〉 to vector |j〉, it is necessary that at least one atom
tunnels through the barrier. If χ dominates over ζ00,
the tunneling energies J00 and J11 would be very small,
which makes ∆ε0 much smaller for the initial states with
an odd number of atoms, as numerically shown in the
main text.
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