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We introduce a class of quantum adiabatic evolutions that we claim may be interpreted as the
equivalents of the unitary gates of the quantum gate model. We argue that these gates form a
universal set and may therefore be used as building blocks in the construction of arbitrary ‘adiabatic
circuits’, analogously to the manner in which gates are used in the circuit model. One implication
of the above construction is that arbitrary classical boolean circuits as well as gate model circuits
may be directly translated to adiabatic algorithms with no additional resources or complexities.
We show that while these adiabatic algorithms fail to exhibit certain aspects of the inherent fault
tolerance of traditional quantum adiabatic algorithms, they may have certain other experimental
advantages acting as quantum gates.

PACS numbers: 03.67.Ac,03.67.Lx

I. INTRODUCTION

Theoretical research on quantum computing is moti-
vated by the exciting possibility that quantum comput-
ers are inherently more efficient than classical computers
due to the advantages that the laws of quantum mechan-
ics provide, such as parallelism, tunneling and entangle-
ment. The implications of having at our disposal reliable
quantum computing devices with which diverse problems
ranging from code breaking [1] to database searching [2],
are solved much faster than with the classical computers
or supercomputers of today, are of course tremendous.

The actual implementation of quantum computing de-
vices is however hindered by many challenging difficul-
ties, the most prominent of which being the control or
removal of quantum decoherence [3]. Recent promis-
ing experimental research findings [4–6] in the field of
Adiabatic Quantum Computing (AQC) suggest that a
leading candidate to be the first device to solve practi-
cal classically-hard problems using quantum principles is
the so called ‘quantum annealer’, which implements the
simple yet potentially-powerful quantum-adiabatic algo-
rithmic approach proposed by Farhi et al. [7] about a
decade ago.

The aforementioned experimental studies, as well as
other theoretical work such as the theorem of polyno-
mial equivalence between AQC and the predominant gate
model (GM) paradigm of quantum computing [8, 9], pro-
vide ample motivation for determining the computational
capabilities of AQC and its precise relations with other
quantum computing paradigms, specifically GM. Demon-
strating that algorithms such as Shor’s integer factoriza-
tion [1] are implementable as efficiently on a quantum
adiabatic computer would undoubtedly have many prac-
tical as well as theoretical consequences that would res-
onate well beyond Quantum Computing.

Recent studies [10–13] examining the performance of
certain AQC algorithms, such as Unstructured Database
Search [10], Quantum Counting [11] and Simon’s prob-

∗Electronic address: itayhen@isi.edu

lem [13], against their GM counterparts, suggest that the
equivalence between AQC and GM is stronger than the
one implied by the principles of polynomial equivalence
prescribed in the seminal study of Aharonov et al. [8].
However, to date, no such strict equivalence or explicit
construction to show that this is indeed the case, has
been demonstrated.
Here, we point out another connection between GM

and AQC. We do this by considering the construction of
a class of quantum adiabatic algorithms, or subroutines,
that we claim may be treated as the equivalents of the
unitary gates of the quantum gate model. These ‘adia-
batic gates’ form a universal set and may therefore be
used in the construction of general ‘adiabatic circuits’,
analogously to the manner in which gates are used in the
circuit model. One implication of these constructions is
that classical boolean circuits as well as gate model cir-
cuits may be directly translated to adiabatic algorithms
with no additional resources or complexities, albeit with-
out the beneficial inherent robustness against dephasing
that characterizes traditional AQC algorithms.
In our construction of adiabatic gates, we shall be

using quantum adiabatic evolution somewhat unconven-
tionally. In our approach, we shall consider the adiabatic
evolution of several systems in parallel. This approach
will enable us to construct elaborate evolutions but at a
cost, that we discuss later. The main principles of AQC
as well as the new approach are presented next.

II. CONTROLLED ADIABATIC EVOLUTION

In AQC, one normally (albeit not exclusively) seeks
the minimum value and corresponding input configura-
tion of a given cost function, that is encoded as the final
(or ‘problem’) Hamiltonian, Ĥ(f), such that the ground
state of the final Hamiltonian and its energy are the so-
lution to the original problem [14]. To find the solution,
the system is prepared in the ground state of another
‘beginning’ (or ‘driver’) Hamiltonian Ĥ(b) that must not

commute with Ĥ(f) and has a ground state that is fairly
easy to prepare. The Hamiltonian of the system is then
slowly interpolated between Ĥ(b) and Ĥ(f), normally
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via Ĥ(t) = f1(t)Ĥ
(b) + f2(t)Ĥ

(f) where f1(t) [f2(t)] is a
smoothly-varying function of time that is positive (zero)
at t = 0 and zero (positive) at t = T . Here, T stands
for the runtime of the algorithm. If this process is done
slowly enough, the system will stay close to the ground
state of the instantaneous Hamiltonian throughout the
evolution [15, 16], so that one finally obtains a state close

to the ground state of Ĥ(f). At this point, measuring the
state will yield the solution of the original problem with
high probability.
It is clear from the above description, that the ana-

log, continuous, nature of AQC is inherently very differ-
ent from the discrete nature of GM algorithms that are
normally constructed by carrying out local unitary oper-
ations that act sequentially to advance the state of the
system. For this reason it has been hard so far to draw
meaningful analogies between AQC and GM. In what fol-
lows, we shall use a slightly unconventional ‘protocol’ for
adiabatic evolution, one which somewhat generalizes the
above adiabatic procedure, and which, as we shall show,
will allow us to perform more complicated calculations
than those allowed by the usual scheme.
Consider the following adiabatic-evolution Hamilto-

nian, defined over a bipartite system:

Ĥ = f1(t) · 1⊗ Ĥ(b) + f2(t)
∑

j

P̂j ⊗ Ĥ
(f)
j

=
∑

j

P̂j ⊗
[

f1(t)Ĥ
(b) + f2(t)Ĥ

(f)
j

]

, (1)

where the operators {P̂j} form a complete set of orthogo-

nal projections on the first subsystem (i.e., P̂iP̂j = P̂iδij
and

∑

j P̂j = 1). The above Hamiltonian may be in-
terpreted as one that executes a ‘controlled’ adiabatic
evolution of the second (target) subsystem, interpolat-

ing between the beginning Hamiltonian Ĥ(b) and one of

possibly several final Hamiltonians Ĥ
(f)
j , the latter being

determined by the state of the first (control) subsystem,
via the projection operators.
For the initial state of the entire system |ψinit〉 to be

in the ground state of the total beginning Hamiltonian
1⊗ Ĥ(b), it suffices that |ψinit〉 be in a product state
|ψinit〉 = |ψ〉⊗|g.s.(b)〉 where the state of the first subsys-
tem |ψ〉 could be chosen arbitrarily, and the state of the
second subsystem |g.s.(b)〉 is the (non-degenerate) ground
state of Ĥ(b).
The choice as to which of the Ĥ

(f)
j will serve as the final

Hamiltonian, is determined by the state of the first sub-
system. If the state of the first subsystem |ψ〉 lies in the

subspace projected by P̂k for some k (i.e., P̂j |ψ〉 = δjk|ψ〉
for all j), then the final Hamiltonian will be Ĥ

(f)
k . Of

course, the state of the first system will in general have
non-vanishing overlap on all subspaces projected by {P̂j}.
From simple linearity considerations, it is easy to see that
in this general case, each of these components will evolve
according to their respective final Hamiltonians, which
would in turn mean that the total Hamiltonian will drive
a number of independent adiabatic processes in parallel,
each corresponding to its own subspace in the Hilbert

space of the first subsystem. Generally, controlled adia-
batic evolution may be described as the process:

|ψinit〉 = |ψ〉|g.s.(b)〉 → |ψfinal〉 =
∑

j

P̂j |ψ〉|g.s.(f)j 〉 , (2)

where |g.s.(f)j 〉 is the ground state of Ĥ
(f)
j . Note that in

the trivial case where {P̂j} = {1}, the entire process is
reduced to the usual adiabatic scheme.
Utilizing the above form of adiabatic evolution, we will

next demonstrate how one can use the principles of AQC
to construct a class of quantum adiabatic algorithms,
which could be viewed as the equivalents of the gates
of the gate model. Using these gates, as a direct con-
sequence, adiabatic ‘circuits’ may be constructed. The
class of adiabatic gates that we consider below is the
general single-qubit rotation and its slightly more com-
plicated generalization of controlled rotation.

III. ADIABATIC SINGLE-QUBIT ROTATION

GATES

Consider a single qubit in an arbitrary unknown state
|ψ〉. Let us now attach to it an auxiliary qubit, initialized
to the computational |0〉 state (which we shall identify as
pointing in the positive z-direction):

|ψinit〉 = |ψ〉 ⊗ |0〉 . (3)

This will be the initial state of an adiabatic algorithm
whose evolution will be governed by the Hamiltonian:

Ĥ(t) = |n̂〉〈n̂| ⊗ Ĥ0(t) + |n̂⊥〉〈n̂⊥| ⊗ Ĥφ(t) , (4)

where Ĥ0(t) and Ĥφ(t) are adiabatic-evolution Hamilto-
nians, conditioned to act only within the respective sub-
spaces projected by the orthogonal projection operators
|n̂〉〈n̂| = 1/2 (1 + n̂ · σ) and |n̂⊥〉〈n̂⊥| = 1/2 (1− n̂ · σ)
[where σ = (σx, σy, σz)] defined on the Hilbert space of
the first qubit. Here, |n̂〉 and |n̂⊥〉 form a basis that cor-
responds to a predetermined unit vector n̂ on the Bloch
sphere of the first qubit. The above Hamiltonian should
be interpreted as driving two independently-acting, par-
allel, adiabatic processes [defined by Ĥ0(t) and Ĥφ(t)],
each acting within their own respective subspaces.
The adiabatic-evolution Hamiltonians are chosen to be

Ĥφ(t) = − cos θ(t)σz − sin θ(t) (cosφσx + sinφσy) , (5)

and Ĥ0(t) ≡ Ĥφ=0(t) = − cos θ(t)σz − sin θ(t)σx. Simi-
larly to n̂, the angle φ is also a free parameter of the
Hamiltonian. The time-dependence of the Hamiltonians
is given here by the angle θ(t) such that θ(t = 0) = 0,
and θ(t = T ) = θf , where θf is the value of the polar an-
gle θ at the end of the evolution. For simplicity, we shall
henceforth assume the dependence θ(t) = θf t/T .
Note that the total Hamiltonian, Eq. (4), is two-local

and is of the general form introduced in Eq. (1), with

Ĥ(b) = −σz and {P̂1, P̂2} = {|n̂〉〈n̂|, |n̂⊥〉〈n̂⊥|}. The two
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FIG. 1: Adiabatic evolution trajectories of the auxiliary qubit
on the surface of the Bloch sphere during the adiabatic evolu-
tions Ĥ0(t) and Ĥφ(t). Starting at the |0〉 state, the state of
the qubit ‘splits’ into two trajectories. In the first it adiabat-
ically evolves into the |+0〉 state via the positive x-direction
(red dots) and in the second it evolves into |+φ〉 (blue dots)
via the equator at angle φ from the positive x axis. Both
evolutions end at the same polar angle θf (which is close to
π in the figure).

final Hamiltonians are Ĥ
(f)
1 = − cos θfσz − sin θfσx and

Ĥ
(f)
2 = − cos θfσz − sin θf (cosφσx + sinφσy).
Defining |+φ〉 ≡ cos(θf/2)|0〉 + eiφ sin(θf/2)|1〉, the

Hamiltonian, Eq. (4), will act differently and in paral-
lel on the two complementary subspaces, evolving the
auxiliary qubit, initially at |0〉, to |+0〉 [the latter being

the ground state of Ĥ0(T )] in the subspace projected by

|n̂〉〈n̂| and to |+φ〉 [the ground state of Ĥφ(T )] in the
subspace projected by |n̂⊥〉〈n̂⊥|. The two evolutions are
sketched in Fig. 1.
Writing the input qubit in the n̂-basis as

|ψ〉 = α|n̂〉+ β|n̂⊥〉, the final state of the system
will be:

|ψfinal〉 = α|n̂〉 ⊗ |+0〉+ β|n̂⊥〉 ⊗ |+φ〉 (6)

= cos(θf/2) (α|n̂〉+ β|n̂⊥〉)⊗ |0〉
+ sin(θf/2)

(

α|n̂〉+ eiφβ|n̂⊥〉
)

⊗ |1〉 .

It is crucially important to notice that the adiabatic
evolution introduces no relative phase between the two
end states |+0〉 and |+φ〉. This can be inferred directly

from the symmetries between the Hamiltonians Ĥ0(t)

and Ĥφ(t). The parallel paths on the surface of the Bloch
sphere traced by the auxiliary qubit are identical except
they take place at different ‘longitudes’ and so generate
the same phases (see Fig. 1)1. The relative phase between
the two final states therefore vanishes.

1 In this simple case, the phases of the evolving states may be
calculated analytically. Each phase will have two contribu-

tions [17]: The dynamic phase, given by θ(T ) =
∫
T

0
E(t′)dt′

and the geometric (Berry) phase γ(T ) = arg〈ψ(0)|ψ(T )〉 +

i
∫
T

0
〈ψ(t′)|ψ̇(t′)〉dt′, where |ψ(t)〉 is the evolving (time-

Given the end state in Eq. (6), we see that in the limit
of θf → π the end state will be, with probability one,
|ψfinal〉 = |ψrot.〉 ⊗ |1〉 where

|ψrot.〉 = α|n̂〉+ eiφβ|n̂⊥〉 , (7)

i.e., the first qubit ends up rotated by an angle φ around
the n̂-axis.
We therefore now have an adiabatic machinery to ro-

tate a qubit by an arbitrary angle φ around an arbitrar-
ily chosen axis n̂, i.e., we have constructed an adiabatic,
general, single-qubit ‘gate’.

IV. ADIABATIC CONTROLLED-ROTATION

GATES

The above scheme may now be easily generalized
to the case where the system initially contains two
input qubits, one of which is regarded as a control
qubit. Here, the starting state would be the two-qubit
state |ψ〉 = α|0, n̂〉+ β|0, n̂⊥〉+ γ|1, n̂〉+ δ|1, n̂⊥〉, where
the first qubit here is used as the control qubit. An adi-
abatic controlled rotation is obtained by attaching, as
before, an auxiliary qubit to the initial state:

|ψinit〉 = |ψ〉 ⊗ |0〉 , (8)

and constructing the slightly more complicated three-
local Hamiltonian2:

Ĥ(t) = |1, n̂⊥〉〈1, n̂⊥| ⊗ Ĥφ(t) (9)

+ (|0, n̂〉〈0, n̂|+ |0, n̂⊥〉〈0, n̂⊥|+ |1, n̂〉〈1, n̂|)⊗ Ĥ0(t) ,

where Ĥ0(t) and Ĥφ(t) are as previously defined. In the
limit of θf → π, the end state in this case will be, the
controlled-rotated state |ψc. rot.〉 ⊗ |1〉 where:

|ψc. rot.〉 = (α|0, n̂〉+ β|0, n̂⊥〉) (10)

+
(

γ|1, n̂〉+ eiφδ|1, n̂⊥〉
)

.

The combination of the controlled gate above and the
single-qubit general-rotation gate described earlier, sug-
gest that we now have in our possession a universal set
of gates, with which general ‘adiabatic circuits’ may be
built, analogously to the manner in which algorithms are
constructed in the gate model. Note that while here the

dependent) eigenstate of the instantaneous Hamiltonian and E(t)
is its instantaneous energy (in our units, h̄ = 1). For the evolu-
tion described above, for both paths |0〉 → |+0〉 and |0〉 → |+φ〉,
the instantaneous (ground state) energies E(t) as well as the
overlap 〈ψ(t′)|ψ̇(t′)〉 are identical throughout the evolution.

2 One could imagine replacing the three-local Hamiltonian with an
equivalent perturbative gadget consisting of only two-local inter-
actions but yielding the same effect, in order to make the model
more attractive experimentally [18]. This could be done by em-
ploying the gadget proposed by Kempe, Kitaev, and Regev [19],
by which arbitrary three-body effective interactions can be ob-
tained using Hamiltonians consisting only of two-body interac-
tions.
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controlled rotation gate has been chosen as our two-qubit
gate, any other nontrivial two-qubit gate, when combined
with a universal one-qubit gate, would have yielded a
universal set of gates. Moreover, it should be clear that
the above scheme for the controlled rotation gate can be
easily generalized to yield a general two-qubit gate.
It would be advantageous though to explicitly describe

a couple of specific gates. The NOT gate, for example,
corresponds to a rotation by π around the x-axis, i.e., it
is the single-qubit rotation gate with the choice φ = π
and |n̂〉 = |+〉:

α|0〉+ β|1〉 =
α+ β√

2
|+〉+ α− β√

2
|−〉 (11)

−−−→
π rot.

α+ β√
2

|+〉 − α− β√
2

|−〉 = β|0〉+ α|1〉 ,

where |±〉 = 1√
2
(|0〉±|1〉). The ‘controlled’ version of this

gate, namely CNOT, may be just as easily constructed,
using the controlled-rotation adiabatic scheme.
Another example, is the Hadamard adiabatic gate

which is simply a π/2 rotation around the y-axis:

α|0〉+ β|1〉 =
α− iβ√

2
|+y〉+

α+ iβ√
2

|−y〉 (12)

−−−−−→
π/2 rot.

α− iβ√
2

|+y〉+ i
α+ iβ√

2
|−y〉

=
α+ β√

2
|0〉+ α− β√

2
|1〉 ,

where |±y〉 = 1√
2
(|0〉 ± i|1〉) and we have omitted the

immaterial global phase.

V. ADIABATIC QUANTUM CIRCUITS

It should now be clear that the class of general single-
qubit and controlled rotation gates proposed above are
universal, and so general adiabatic circuits may be con-
structed using sequences of those.
First, we note that while the above adiabatic ‘gates’

were shown to act on isolated qubits, the linearity of
Quantum Mechanics ensures that the above scheme holds
even if the target qubits are part of a larger system of
qubits in a more complicated state.
A sequence of such gates in the above form, that are

turned slowly on and off, may thus be used, one after
the other to form quantum (as well as classical) circuits
similarly to the manner in which circuits are constructed
in the usual gate model, this time only using concate-
nated purely-adiabatic evolutions. The final state of the
adiabatic evolution of one gate would serve as the ini-
tial state of the next gate in the sequence. The standard
initial state of the adiabatic circuit, in which all qubits
are set to the computational |0〉 state, can also be easily
prepared by applying an appropriate longitudinal mag-
netic field that is turned off once the first gate in the
circuit is applied. Within the above scheme, one would
in principle need one auxiliary qubit for each gate in the
circuit although it should be clear that gates that act at

different times slices may utilize the same auxiliary qubit
as their ancillary resource.

The adiabatic gates proposed above are based on the
concept of ‘controlled adiabatic evolution’ introduced
above, which describes several independently-evolving
adiabatic processes. Each such process is a simple evolu-
tion of one qubit on the surface of a Bloch sphere. As can
be easily inferred by looking at the adiabatic-evolution
Hamiltonians, Eq. (5), the gap in these adiabatic evolu-
tions is constant throughout the evolution (and equals to
2). Therefore, the required runtime for each adiabatic
gate scales with neither the total number of qubits in the
system nor with the number of gates in the circuit. The
total runtime of a circuit of S basic gates is therefore
simply O(S).

An important remark is now in order. Our newfound
ability to rotate a qubit using purely adiabatic evolutions
comes at a cost. The independently evolving processes
that yield the adiabatic gates have ground state man-
ifolds that are doubly-degenerate. This is in contrast
with traditional AQC setups in which the ground state
is uniquely defined. The distinction between these two
cases is important mainly because it is this uniqueness
that normally provides AQC with the attractive property
of being robust (to the extent that it is) against the devas-
tating effects of decoherence, unlike other paradigms of
quantum computation [20, 21]. The doubly-degenerate
ground state manifolds of the adiabatic gates suggest
that, while very versatile, they are likely to be more vul-
nerable to the effects of noise, similarly to the situation
that arises in holonomic quantum computation [22, 23]
and adiabatic gate teleportation [24, 25]. It is important
to note however that while the degeneracy of the ground
state makes the method susceptible to errors of dephas-
ing in the energy eigenbasis, it still enjoys a (constant)
gap which protects it from the other forms of errors.

In addition, even though the present method does not
possess all the natural robustness of AQC, degenerate
ground state quantum computation may certainly bene-
fit from other types of fault tolerance schemes (see, e.g.,
Refs. [26, 27]). Moreover, it is worth mentioning that
the fact that adiabatic algorithms constructed via the
method presented here consist of gates, advantageously
allows for the utilization of gate-model error correction
schemes and principles. The present method can thus
be viewed as combining advantages of the gate model,
specifically modularity, with some of the inherent robust-
ness of AQC.

VI. SUMMARY AND CONCLUSIONS

We have shown how to use controlled adiabatic evo-
lutions to construct general single-qubit and controlled
two-qubit ‘adiabatic gates’ that can further be used as
building blocks in the construction of general, arbitrary
quantum circuits (as well as classical boolean circuits)
in a straightforward manner. These evolutions possess
the simple geometric representations of parallely-evolving
paths on the surface of the Bloch sphere with vanish-
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ing geometric phases. Moreover, we have demonstrated
that the construction of such adiabatic circuits comes at
no additional complexity cost or resource overhead. For
example, one could straightforwardly construct an adia-
batic version of Shor’s integer factorization algorithm [1]
using only two-local and three-local Hamiltonians for its
adiabatic gates. The theoretical and practical implica-
tions of an implementable Shor’s algorithm, on a many-
qubit quantum annealer that will become available in the
near future [4–6], may be tremendous, both in the field
of Quantum Computing and well beyond it.
Adiabatic quantum computing, in its traditional form,

has been shown to have several advantages over the gate
model [20, 21] making it more fault-tolerant and robust
against decoherence and dephasing. However the cir-
cuit adiabatic-evolution construction proposed here dif-
fers from traditional AQC in two main features. First,
the usual AQC is normally thought of as one continuous
process interpolating between one beginning Hamiltonian
and one final Hamiltonian, thereby eliminating the need
for gates, that usually also carry around gate errors and
therefore need error correction. Second, within the usual
AQC scheme, the existence of a gap between the ground
state and the rest of the spectrum throughout the adia-
batic evolution serves to protect the system against de-
coherence and dephasing.
As discussed in the previous section, the method pro-

posed above utilizes adiabatic gates as well as degenerate
ground states, which seemingly implies a lack of the nat-
ural AQC robustness. It is therefore important to note
that while the existence of a degenerate ground subspace
implies the lack of robustness against some types of errors
(namely, dephasing in the energy eigenbasis), the con-

stant gap separating this subspace from excited states,
grants it an inherent fault tolerance against other types
of errors. In addition, the usage of adiabatic evolutions
as gates gives the scheme presented here the modularity
of the gate model which further enables the construction
of complicated algorithms as circuits as well as the abil-
ity to employ the standard methods of gate-model error
correction. The present method can thus be considered
as a hybrid between AQC and GM, combining some of
the advantages of the two paradigms.

It would be interesting to know whether the adiabatic
gates presented here are more amenable to fault-tolerant
types of error corrections when compared against unitary
non-adiabatic evolution gates. Recent experimental evi-
dence [28] demonstrating a controlled phase-shift gate re-
lying on adiabatic interactions in superconducting Xmon
transmon qubits with very high fidelities, suggests that
adiabatic gates may certainly be more powerful in prac-
tice than non-adiabatic ones. A very recent theoretical
work [29, 30] has illustrated that the ideas of controlled
adiabatic evolution may become advantageous in adia-
batic state preparation and other important scenarios.
These and other promising ideas still remain be fully ex-
plored.
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